
High Dynamic Range Video 
Introduction to High Dynamic Range Video for Video 
Engineers 
High Dynamic Range (HDR) video represents a significant advancement in visual technology, 
offering a more immersive and realistic viewing experience compared to the previous 
standard, Standard Dynamic Range (SDR). HDR achieves this by expanding the range of 
luminance (brightness) and chrominance (color) that can be captured, processed, and 
displayed 1. From a technical standpoint, HDR is not merely about making the picture brighter; 
it encompasses a suite of enhancements that work in concert to deliver a richer and more 
detailed image 2. These enhancements include higher peak brightness, deeper black levels, a 
wider spectrum of colors, the adoption of new transfer functions, increased bit depth, and the 
utilization of metadata to guide display rendering 1. 
In contrast, SDR, which has been the standard for video and cinema for decades, is limited in 
its ability to reproduce the full dynamic range and color palette that the human eye can 
perceive 1. SDR typically operates within a dynamic range of approximately 6 stops of light and 
a peak brightness of around 100 nits 1. HDR, on the other hand, can achieve a dynamic range 
of about 17.6 stops and supports brightness levels up to 10,000 nits according to some 
specifications, although current consumer displays typically reach around 1000 nits 1. The 
fundamental goal of HDR video technology is to faithfully recreate the visual experience as 
perceived in the real world, from the moment of capture by the camera through the entire 
production and distribution process to the final display 2. This necessitates advancements 
across the entire video pipeline, requiring a shift in how video content is handled at each 
stage. 

Quantifying the Benefits of HDR over Standard 
Dynamic Range (SDR) in video engineering terms 
The transition to HDR offers several quantifiable benefits over SDR that are significant from a 
video engineering perspective. One of the most notable advantages is the increased 
dynamic range. HDR expands this range to approximately 17.6 stops, a substantial increase 
compared to SDR's limited range of around 6 stops 1. This expansion allows for significantly 
more detail to be visible in both the brightest and darkest areas of an image. In SDR, bright 
areas often "clip" to pure white, losing detail, while dark areas can be "crushed" to pure black, 
similarly obscuring information. HDR preserves these details, providing a more nuanced and 
realistic representation of scenes with high contrast 1. The dynamic range essentially defines 
the ratio between the maximum and minimum light intensities that can be represented 5. 
Another key benefit is the wider color gamut supported by HDR standards like BT. 2100, 
which primarily uses the Rec. 2020 color space 2. This is a significant expansion over the Rec. 



709 color space used by SDR 2. The wider color gamut allows HDR to display a much broader 
range of colors, resulting in more vibrant, saturated, and lifelike visuals 2. SDR is constrained to 
displaying colors within the Rec. 709 triangle, whereas HDR can reproduce colors that fall 
outside this range, leading to a richer and more accurate color representation 3. 
HDR also delivers higher peak brightness and contrast. Specifications for HDR allow for 
peak brightness levels up to 10,000 nits, with current displays commonly reaching around 
1000 nits, a significant increase from SDR's typical peak of 100 nits 2. This, coupled with the 
ability to achieve deeper black levels, results in a dramatically improved contrast ratio 2. The 
increased brightness in small areas of an image, without affecting the overall brightness, is 
another advantage of HDR 7. 
Furthermore, HDR employs improved image fidelity through higher bit depth 2. HDR video 
typically uses at least 10-bit color depth, allowing for over one billion colors, compared to 
SDR's 8-bit, which can represent only 16.7 million colors 2. This higher bit depth enables finer 
distinctions between colors, smoother gradients, and a more accurate depiction of the scene, 
reducing the color "banding" often seen in SDR 3. 
Finally, HDR excels at the preservation of detail in scenes with significant variations in 
brightness 1. By analyzing the light levels within a scene, HDR technology retains details in 
both very bright and very dark areas, preventing the loss of information that can occur in SDR 
due to its limited dynamic range 1. This results in a more immersive and true-to-life viewing 
experience 6. 

The relevance of human visual system perception 
(luminance and color) to HDR design and 
implementation 
The design and implementation of HDR technology are fundamentally driven by the desire to 
more closely match the capabilities of the human visual system (HVS) in perceiving luminance 
and color 2. The HVS possesses an impressive dynamic range, estimated to be around 20 
stops or more, although the simultaneous range it can perceive in a single state of adaptation 
is closer to 14 stops 5. SDR, with its mere 6-stop range, captures only a fraction of this 
potential. HDR aims to bridge this gap, offering a viewing experience that feels more natural 
and realistic 2. 
Understanding the technical aspects of luminance perception, particularly the 
Weber-Fechner Law, is crucial for designing effective HDR encoding and tone mapping 
algorithms 12. This law describes the logarithmic relationship between the physical intensity of 
light and its perceived brightness by humans 12. Our perception is more sensitive to changes in 
darker areas of an image than in brighter ones 12. HDR transfer functions, such as Perceptual 
Quantizer (PQ), are designed to account for this non-linear perception, optimizing the use of 
bit depth to represent luminance levels in a way that aligns with human sensitivity 18. 
Similarly, understanding color perception in humans is vital for HDR. Color vision relies on 



three types of cone cells in the retina, sensitive to different wavelengths of light 
corresponding to red, green, and blue 19. HDR utilizes wide color gamuts like Rec. 2020 to 
represent a larger portion of the colors these cones can detect, leading to richer and more 
accurate color reproduction 2. Additionally, the Bezold-Brücke effect, where the perceived 
hue of a color shifts with changes in luminance, is an important consideration in HDR color 
grading and display design 24. As luminance increases, hues tend to shift towards blue or 
yellow depending on their wavelength 24. This effect needs to be managed to ensure 
consistent color appearance across the wide luminance range of HDR. 
Finally, contrast sensitivity functions (CSFs), which describe the human visual system's 
ability to perceive contrast at different spatial frequencies and luminance levels, are relevant 
to HDR display design 11. These functions indicate that our sensitivity to contrast varies with 
both spatial frequency and luminance 29. HDR display technologies and tone mapping 
algorithms should ideally be designed to optimize contrast perception within these ranges, 
ensuring that the increased dynamic range translates into visible improvements in detail and 
image quality 32. 

The Foundation: Human Visual System and HDR 
Technical aspects of luminance perception: Weber-Fechner Law and 
its implications for HDR encoding 

The Weber-Fechner Law provides a fundamental model for understanding how humans 
perceive changes in the intensity of stimuli, including light, which is directly relevant to the 
design of HDR encoding schemes 14. Ernst Heinrich Weber first observed that the 
just-noticeable difference (JND) in a stimulus is proportional to the initial magnitude of that 
stimulus 14. Mathematically, this is expressed as dS = K * S, where dS is the JND, S is the 
stimulus intensity, and K is the Weber fraction, a constant that varies depending on the type 
of stimulus 14. Gustav Fechner later elaborated on this, proposing that the subjective 
sensation is proportional to the logarithm of the stimulus intensity 14. This relationship is given 
by the formula Sensation = k * ln(Stimulus), where k is a constant 14. 
The key implication of the Weber-Fechner Law for HDR encoding is that human perception of 
brightness is not linear with respect to the actual luminance of light 12. Our visual system is 
more sensitive to relative changes in luminance at lower light levels than at higher light levels 
12. For instance, a small change in brightness in a dimly lit scene is more readily noticeable 
than the same absolute change in a very bright scene 17. 
HDR transfer functions, such as the Perceptual Quantizer (PQ) defined in SMPTE ST 2084, are 
specifically designed to leverage this non-linear perceptual sensitivity 18. PQ encoding 
employs a non-linear curve that allocates a greater number of quantization steps to the lower 
luminance ranges, where the human eye is more sensitive to changes, and fewer steps to the 
higher luminance ranges, where sensitivity is lower 13. This perceptual uniformity allows HDR to 
efficiently utilize the available bit depth, typically 10 or 12 bits, to represent a much wider 



dynamic range than SDR without introducing visible banding or other quantization artifacts 3. 
The Weber fraction (K) for brightness discrimination is relatively small, indicating a keen ability 
to perceive subtle changes in luminance 35. This understanding of human luminance 
perception, as described by the Weber-Fechner Law, is therefore fundamental to the efficient 
and effective encoding of HDR signals, ensuring that the bit depth is utilized in a way that 
maximizes the perceived dynamic range and minimizes visible artifacts. 
Technical aspects of color perception: Cone sensitivity, color spaces, 
and the Bezold-Brücke effect in the context of HDR workflows 

Human color perception is a complex process initiated by specialized photoreceptor cells in 
the retina known as cone cells 21. There are three primary types of cones, each most sensitive 
to different ranges of wavelengths of light: short (S) wavelength cones, which are most 
sensitive to blue light (around 420-440 nm); medium (M) wavelength cones, most sensitive to 
green light (around 530-540 nm); and long (L) wavelength cones, most sensitive to red light 
(around 560-580 nm) 19. The brain interprets the relative stimulation of these three types of 
cones to perceive the multitude of colors we experience 20. 
Color spaces are mathematical systems that define the range of colors that can be 
represented 12. In video technology, Standard Dynamic Range (SDR) typically uses the Rec. 
709 color space, which defines a specific set of primary colors and a white point 2. High 
Dynamic Range (HDR) utilizes wider color gamuts, most notably Rec. 2020 (also known as 
BT.2020), which encompasses a significantly larger range of colors than Rec. 709 2. This wider 
gamut allows HDR to reproduce more saturated and vibrant colors, leading to a more realistic 
and immersive viewing experience 2. To accurately represent the expanded color information 
in Rec. 2020 without introducing artifacts, HDR video typically requires a higher bit depth 
(10-bit or 12-bit) compared to the 8-bit depth of SDR 2. 
The Bezold-Brücke effect is another important aspect of color perception that has 
implications for HDR workflows 24. This phenomenon describes how the perceived hue of a 
color changes as its luminance (light intensity) increases 24. Specifically, as the brightness of a 
color increases, its apparent hue tends to shift towards blue if its dominant wavelength is 
below approximately 500 nm (e.g., cyans and violets), and towards yellow if its dominant 
wavelength is above approximately 500 nm (e.g., reds, oranges, and greens) 24. Conversely, as 
intensity decreases, apparent hue shifts towards red or green 24. In the context of HDR, which 
involves a much wider range of luminance levels than SDR, the Bezold-Brücke effect can 
become more pronounced. This means that the perceived color of an object might subtly 
change as its brightness increases or decreases within an HDR scene. In HDR workflows, color 
grading professionals need to be aware of this effect and may need to make adjustments to 
ensure that colors appear consistent across the entire dynamic range 26. Tone mapping 
algorithms in HDR displays might also incorporate some level of compensation for the 
Bezold-Brücke effect to maintain the intended color appearance of the content 26. 
Contrast sensitivity functions and their relevance to HDR display 



design 

Contrast sensitivity functions (CSFs) are fundamental to understanding how the human visual 
system perceives detail and texture in images 11. A CSF essentially describes our ability to 
detect contrast (the difference in luminance or color between an object and its background) 
at various spatial frequencies (the rate at which luminance changes across an image, 
measured in cycles per degree of visual angle or cpd) 29. Typically, the human CSF exhibits a 
band-pass characteristic, meaning we are most sensitive to contrast at mid-range spatial 
frequencies (around 2-5 cpd) and our sensitivity decreases at both lower and higher spatial 
frequencies 29. This implies that we are better at discerning patterns with a moderate level of 
detail than very coarse or very fine patterns. 
The relevance of CSFs extends significantly to the design of HDR displays. While HDR 
technology focuses on expanding the luminance range and color gamut, the effectiveness of 
these enhancements is ultimately determined by whether the human visual system can 
perceive the increased information. Research has shown that contrast sensitivity is also 
influenced by luminance levels 31. For achromatic (black and white) stimuli, contrast sensitivity 
as a function of background luminance often shows an inverted U-shape, with peak sensitivity 
occurring at moderate luminance levels (around 20-200 cd/m2) and decreasing at both very 
low and very high luminances 31. For chromatic (color) stimuli, contrast sensitivity generally 
increases with luminance up to a certain point (around 200 cd/m2) and then tends to saturate 
or slightly decrease 31. 
Therefore, HDR display designers need to consider these luminance-dependent variations in 
contrast sensitivity. Displays with higher peak brightness capabilities might be able to 
leverage the increased contrast sensitivity at higher luminance levels, particularly for color 
information, provided that the tone mapping algorithms are designed to effectively present 
this information 32. Tone mapping, which adapts the wide dynamic range of HDR content to 
the display's capabilities, should ideally aim to preserve or even enhance contrast in the 
spatial frequencies and luminance ranges where human vision is most sensitive 32. 
Furthermore, the high contrast ratios achieved by HDR displays (through deeper blacks and 
brighter highlights) are crucial for making fine details visible, aligning with the fundamental 
principles of contrast sensitivity 9. By understanding and considering human contrast 
sensitivity, HDR display manufacturers can optimize parameters like peak brightness, black 
levels, and tone mapping algorithms to ensure that the technological advancements of HDR 
translate into a truly improved and more detailed viewing experience for the end user 33. 

Mathematical Framework of HDR Transfer Functions 
Perceptual Quantizer (PQ - SMPTE ST 2084): Detailed mathematical 
formulation, encoding and decoding processes, and suitability for 
mastering and high-end display applications 

The Perceptual Quantizer (PQ), standardized by SMPTE as ST 2084, is a crucial element of 



modern HDR systems. It serves as the electro-optical transfer function (EOTF) that defines 
the non-linear relationship between digital code values and the absolute luminance levels 
produced by a display 18. Unlike the gamma curves used in SDR, PQ is an absolute function 
designed to match the contrast sensitivity of the human visual system across a wide 
luminance range, from 0.0001 nits up to 10,000 nits 18. 
The mathematical formulation of PQ involves a pair of equations. For normalization, the 
luminance value (L) in nits is first divided by 10000 to get a normalized luminance (Y) in the 
range . The PQ forward transfer function, which converts normalized luminance (Y) to a 
normalized digital code value (V) in the range , is given by: 
V = ((c1 + c2 * Y^n) / (1 + c3 * Y^n))^m 
where n = 0.1593017578125, m = 78.84375, c1 = 0.8359375, c2 = 18.8515625, and c3 = 18.6875. 
These constants were derived from extensive psychovisual testing to ensure a perceptually 
uniform quantization of luminance levels. 
The inverse PQ transfer function, which converts a normalized digital code value (V) back to 
normalized luminance (Y), is given by: 
Y = (((V^(1/m)) - c1) / (c2 - c3 * (V^(1/m))))^(1/n) 
During the encoding process, the linear light values from a camera or computer-generated 
imagery, typically normalized to the range , are transformed using the PQ forward function 
into digital code values. For a 10-bit system, these normalized values are then typically scaled 
to the integer range 0-1023. This non-linear quantization ensures that more code values are 
allocated to the lower luminance ranges where human vision is more sensitive to changes. 
The decoding process on an HDR display involves taking the digital code values, normalizing 
them to the range , and then applying the inverse PQ function to recover the normalized 
luminance values. These values are then multiplied by the display's maximum luminance 
capability (e.g., 1000 nits) to determine the absolute luminance that each pixel should output. 
PQ is particularly suitable for mastering HDR content intended for high-end displays with 
high peak brightness capabilities (up to 10,000 nits) 38. It is the foundation for HDR formats 
like Dolby Vision and HDR10 when used with static metadata 1. Its absolute nature allows for 
precise control over luminance levels, ensuring that the content creator's intent is preserved 
on displays that can accurately reproduce the intended luminance range 38. PQ is often used 
in mastering for premium streaming services and Ultra HD Blu-ray, where the display 
characteristics are well-defined or signaled through metadata. The specification aims to 
enable the creation of video images with an increased luminance range, focusing on 
additional brightness headroom for spectral highlight detail rather than simply making the 
whole image brighter 38. The originally defined reference white for PQ is around 100 nits, 
similar to SDR, with brightness above this level intended for specular highlights 9. 
Hybrid Log-Gamma (HLG): Detailed mathematical formulation, 
encoding and decoding processes, and advantages for broadcast and 
live production environments 

Hybrid Log-Gamma (HLG) is a transfer function developed jointly by the BBC and NHK, 



designed with a focus on backward compatibility with Standard Dynamic Range (SDR) 
displays while also delivering a High Dynamic Range (HDR) experience on compatible displays 
38. It achieves this by using a hybrid curve that combines a logarithmic portion in the lower 
luminance range with a power-law portion in the higher luminance range 39. 
The mathematical formulation of HLG is defined as follows for a normalized signal level E' in 
the range : 
If E' ≤ 1/2: E = a * ln(12 * E' + b) 
If E' > 1/2: E = ((E' - 1/2)^(γ)) / 2 
where a = 0.17883277, b = 1 - 4 * a * ln(4 * a) ≈ 0.28466892, and γ is typically set to 1.2. The 
inverse HLG function is also defined piecewise. 
During the encoding process, the linear light values are transformed using either the 
logarithmic or the power-law portion of the HLG curve, depending on the luminance level. The 
transition occurs at a normalized signal level of 0.5. This encoding results in a signal where the 
lower half of the dynamic range is encoded using a logarithmic curve that is perceptually 
similar to the gamma curve used in SDR, while the upper half uses a power-law curve that 
extends the dynamic range for HDR displays. 
The decoding process for HLG is display-referred. An HLG-compatible HDR display will 
interpret the entire HLG signal and adapt its rendering based on its own peak luminance 
capabilities 38. It effectively applies a gamma curve to the signal, with the specific gamma 
value being influenced by the display's peak luminance and the surround illumination 39. SDR 
displays, on the other hand, will primarily use the logarithmic portion of the signal, which is 
designed to provide a perceptually reasonable SDR image without requiring any specific HDR 
decoding 39. This inherent backward compatibility is a key advantage of HLG. 
HLG is particularly advantageous for broadcast and live production environments where 
content needs to be viewable on a wide range of displays, including legacy SDR TVs, without 
the need for complex metadata signaling 39. Since HLG does not rely on static or dynamic 
metadata to signal the display's peak luminance, it simplifies workflows and ensures a degree 
of interoperability across different display technologies 39. This makes it a practical choice for 
broadcasters who need to reach a diverse audience with varying display capabilities. The 
BBC's HLG standard is designed for displays up to 5,000 nits, which aligns well with the likely 
peak brightness levels of HDR displays in the near future 39. However, if the peak luminance of 
an HLG display is below approximately 1000 nits, the average picture level of the HDR image 
might appear dimmer than the equivalent SDR image 39. 
Comparative analysis of PQ and HLG from a mathematical and 
application standpoint 

Perceptual Quantizer (PQ) and Hybrid Log-Gamma (HLG) represent two distinct approaches 
to achieving High Dynamic Range video, each with its own mathematical foundation and 
suitability for different applications. 
From a mathematical standpoint, PQ is an absolute transfer function that directly maps 
digital code values to absolute luminance levels in nits, based on a model of human visual 



perception 18. It is designed to be perceptually uniform across a wide dynamic range, typically 
up to 10,000 nits. In contrast, HLG is a relative transfer function that uses a hybrid curve 
combining logarithmic and power-law segments 39. It is designed to be display-referred, 
meaning the display interprets the signal based on its own capabilities, and it inherently 
provides backward compatibility with SDR displays 38. PQ relies on metadata to inform the 
display about the content's luminance characteristics (e.g., MaxCLL, MaxFALL, and potentially 
dynamic metadata), while HLG does not strictly require metadata for basic functionality, 
although metadata can be used to enhance the HDR presentation. 
In terms of encoding and decoding complexity, both PQ and HLG have well-defined 
processes. PQ encoding aims for perceptual uniformity based on absolute luminance, while 
HLG encoding aims for a balance between HDR extension and SDR compatibility. Decoding 
PQ requires the application of the inverse PQ function and often involves processing 
metadata for optimal tone mapping. HLG decoding on an HDR display involves interpreting the 
hybrid signal and applying a gamma curve that adapts to the display's peak luminance. On an 
SDR display, the logarithmic portion of the HLG signal is interpreted similarly to a standard 
gamma curve. 
Regarding peak brightness handling, PQ is explicitly designed for mastering and displaying 
content with high peak brightness levels, up to 10,000 nits 38. HLG is more flexible and adapts 
to the display's peak luminance, with recommendations suggesting suitability for displays up 
to 5,000 nits 39. 
A key difference lies in backward compatibility. HLG offers inherent backward compatibility 
with SDR displays, allowing SDR TVs to display a viewable image from an HLG signal without 
any special processing 39. PQ, being an absolute transfer function, does not have this inherent 
backward compatibility. SDR displays would typically not be able to correctly interpret a PQ 
signal without tone mapping or conversion. 
In terms of application areas, PQ is often preferred for mastering high-end content like 
movies and premium TV shows, especially for distribution via Ultra HD Blu-ray and premium 
streaming services where the focus is on delivering the highest possible HDR quality on 
compatible displays 38. HLG is favored for broadcast and live production due to its flexibility 
and backward compatibility, making it suitable for reaching a wide audience with varying 
display capabilities 39. 

The Role of Wide Color Gamut in HDR 
Understanding the technical specifications of wide color gamuts, 
focusing on Rec. 2020 

Wide Color Gamut (WCG) is a critical component of High Dynamic Range (HDR) video, 
significantly enhancing the visual experience by enabling the display of a broader range of 
colors compared to the Standard Dynamic Range (SDR) color space, Rec. 709 2. The primary 
wide color gamut associated with HDR is Rec. 2020 (also known as ITU-R Recommendation 
BT.2020) 2. Rec. 2020 defines the color primaries (red, green, and blue) and the white point 



(D65) using specific CIE 1931 chromaticity coordinates. These coordinates are: 
●​ Red (Rr, Gr, Br): (0.708, 0.292) 
●​ Green (Rg, Gg, Bg): (0.170, 0.797) 
●​ Blue (Rb, Gb, Bb): (0.131, 0.046) 
●​ White (Wx, Wy): (0.3127, 0.3290) (corresponding to D65 illuminant) 

These coordinates define a color gamut that encompasses a significantly larger portion of the 
visible spectrum than Rec. 709, allowing displays to reproduce more saturated and vibrant 
colors that are closer to what the human eye can perceive in the real world 2. 
To accurately represent the wider range of colors in Rec. 2020 without introducing visible 
quantization artifacts, HDR video typically requires a higher bit depth, usually 10-bit or 12-bit, 
compared to the 8-bit depth of SDR 2. The increased number of bits provides finer steps 
between color values, enabling smoother gradients and more nuanced color transitions within 
the expanded color space. 
The combination of a wide color gamut like Rec. 2020 with the increased dynamic range in 
luminance offered by HDR results in a larger color volume 2. Color volume extends the 
concept of a 2D color gamut by adding luminance as a third dimension. It represents the 
complete set of colors that a display can reproduce across its entire range of brightness 
levels. HDR's ability to display saturated colors at higher brightness levels is a key aspect of its 
visual superiority over SDR, allowing for more realistic and impactful highlights and a richer 
overall image 2. 
Mathematical principles behind color space transformations in HDR 
workflows 

In HDR production and post-production workflows, it is often necessary to perform color 
space transformations between different color spaces 2. For instance, footage might be 
captured using a camera with its own native color space, and then it needs to be transformed 
into Rec. 2020 for mastering and distribution 2. These transformations are based on the 
mathematical relationships between the color primaries and white points of the source and 
destination color spaces. They typically involve matrix multiplications and can be represented 
using 3x3 color transformation matrices. These matrices are derived from the chromaticity 
coordinates of the red, green, and blue primaries and the white point of each color space. 
When converting between color spaces that have different white points, a process called 
chromatic adaptation is often applied 2. Chromatic adaptation algorithms aim to adjust the 
color appearance so that white and other neutral colors are perceived consistently across the 
conversion. Common chromatic adaptation transforms include the Bradford transform and 
the von Kries transform, which modify the color information based on models of human color 
vision and how our eyes adapt to different lighting conditions. 
Another important aspect of color space transformations in HDR is gamut mapping 2. This is 
necessary when the target display has a smaller color gamut than the source content. For 
example, if Rec. 2020 content is displayed on a monitor that only fully covers the DCI-P3 color 
space, gamut mapping algorithms are used to map the out-of-gamut colors from Rec. 2020 
to the closest representable colors within the DCI-P3 gamut. The goal of gamut mapping is to 



perform this reduction in color range in a way that is perceptually pleasing and preserves the 
artistic intent of the content as much as possible. Different gamut mapping algorithms employ 
various strategies, such as clipping, compression, or more complex perceptual methods, to 
achieve this. 
Analyzing the concept of color volume and its impact on HDR video 

Color volume is a three-dimensional representation of the colors a display can produce, 
encompassing both the range of colors (color gamut) and the range of luminance levels 
(dynamic range) 2. It provides a more complete description of a display's color capabilities 
than a traditional 2D color gamut diagram. The color volume is essentially the space defined 
by the product of the color gamut and the display's brightness range. 
In the context of HDR video, color volume plays a critical role in the enhanced visual 
experience 2. SDR displays have a relatively small color volume due to their limited color gamut 
(Rec. 709) and dynamic range (around 100 nits peak brightness). HDR, with its wider color 
gamut (Rec. 2020) and significantly increased dynamic range (up to thousands of nits), offers 
a much larger color volume 2. This expanded color volume allows for the display of colors that 
are not only more saturated and vibrant but also more nuanced across a wider range of 
brightness levels. 
One of the key impacts of a larger color volume in HDR is the ability to render bright, 
saturated colors 2. In SDR, attempting to display highly saturated colors at high brightness 
levels often leads to clipping or desaturation. HDR overcomes this limitation, allowing for the 
full expression of color vibrancy even in bright areas of the image, such as specular highlights 
or bright skies. This results in a more realistic and impactful visual experience, bringing a 
greater sense of depth and immersion to the content 2. 
Different HDR display technologies, such as OLED, QLED, and microLED, have varying color 
volume capabilities 2. For example, OLED displays are known for their excellent color 
saturation and contrast, while QLED displays often excel in peak brightness and color volume 
in the brighter ranges. Understanding the color volume limitations and strengths of different 
display technologies is important for content creators during the mastering process to ensure 
that their content will be displayed effectively on a wide range of HDR devices. 
Technical challenges and solutions for display calibration and color 
management in wide color gamut HDR systems 

Display calibration and color management are crucial for ensuring accurate color 
reproduction in any video system, but they become even more critical and technically 
challenging in HDR systems with wide color gamuts 2. The increased complexity arises from 
the wider range of luminance and color values that need to be accurately measured and 
controlled. 
One of the primary challenges is the calibration complexity itself 2. Calibrating HDR displays 
to achieve accuracy across the entire dynamic range and wide color gamut requires more 
sophisticated tools and techniques than those typically used for SDR. This often involves 



multi-point luminance and color calibration, as the display's performance can vary 
significantly across different brightness levels. 
The accuracy of colorimeters and other measurement devices is also a significant 
concern 2. Many traditional colorimeters designed for SDR might not be accurate enough for 
the wider color gamuts (like Rec. 2020) and higher luminance levels of HDR displays. 
Spectroradiometers, which measure the spectral power distribution of light, are generally 
preferred for their higher accuracy in HDR calibration scenarios. 
Furthermore, the accuracy of HDR metadata (both static and dynamic) plays a vital role in 
how the display renders the color volume of the content 2. Incorrect or missing metadata can 
lead to the display misinterpreting the intended color and luminance information, resulting in 
inaccurate reproduction. 
Several solutions are employed to address these challenges. Advanced calibration software 
and hardware specifically designed for HDR are becoming increasingly available. These tools 
often support the measurement and adjustment of wider color gamuts and higher luminance 
levels. Standardized calibration workflows and test patterns tailored for HDR are also 
being developed and adopted by the industry. For example, organizations like the UHD 
Alliance provide specifications and test materials for HDR calibration. Ensuring the accuracy 
and consistency of HDR metadata throughout the content creation and distribution pipeline 
is also crucial. This requires careful attention during mastering and quality control processes. 
Additionally, some HDR display technologies incorporate automatic calibration features that 
can help maintain color accuracy over time. Finally, the development of more accurate and 
affordable measurement devices is an ongoing effort in the field. 

Technical Deep Dive into HDR Metadata 
Static Metadata: In-depth analysis of MaxCLL, MaxFALL, and other 
static metadata parameters and their influence on HDR display 
rendering algorithms 

Static metadata in HDR video provides overall characteristics of the entire video content, 
remaining constant throughout playback 1. Key static metadata parameters include Maximum 
Content Light Level (MaxCLL) and Maximum Frame Average Light Level (MaxFALL) 1. 
MaxCLL (Maximum Content Light Level) indicates the highest luminance value (in nits) of 
any single pixel within the entire HDR video 1. This value informs the HDR display about the 
brightest specular highlights present in the content. For example, if a scene contains a bright 
reflection or a flash of light, MaxCLL will represent the luminance of that brightest point. 
MaxFALL (Maximum Frame Average Light Level) specifies the maximum average 
luminance value (in nits) across all pixels in any single frame of the HDR video 1. This 
parameter gives the display an idea of the overall brightness of the brightest frames in the 
content. For instance, a scene with a bright sky or a daytime exterior shot might have a high 
MaxFALL value. 
These static metadata parameters significantly influence how HDR displays render the 



content, particularly through their tone mapping algorithms. Tone mapping is the process 
by which a display adapts the wide dynamic range of the HDR content to its own typically 
lower dynamic range capabilities 1. The display uses MaxCLL to understand the upper limit of 
brightness in the content and can then make decisions about how to scale or compress the 
luminance range to fit its own peak brightness without losing too much detail in the highlights. 
Similarly, MaxFALL helps the display understand the overall brightness of frames, which can 
inform its dynamic contrast adjustments. 
Other static metadata parameters include information about the color primaries used in 
mastering (e.g., Rec. 2020), the white point, and the transfer characteristics (e.g., the 
specific PQ or HLG curve used). This information is essential for the display to correctly 
interpret the color and luminance information encoded in the HDR signal. For example, if the 
display doesn't know the color primaries of the content, it cannot accurately reproduce the 
intended colors. 
Incorrect or missing static metadata can lead to suboptimal HDR rendering 1. If the MaxCLL 
value is too low, the display might not properly render bright highlights, making them appear 
dimmer than intended. Conversely, if it's too high, the display might aggressively tone map the 
entire image, making it appear darker overall. Similarly, inaccurate MaxFALL can affect the 
display's dynamic contrast adjustments, potentially leading to a loss of detail in shadows or an 
overly bright image. Therefore, accurate generation and transmission of static metadata are 
crucial for ensuring a good HDR viewing experience across different displays. However, 
because static metadata describes the entire content, it cannot account for the varying 
luminance and color characteristics of individual scenes or frames, which is where dynamic 
metadata becomes important. 
Dynamic Metadata: Examining the technical specifications and impact 
of dynamic metadata formats like Dolby Vision and HDR10+ on a 
scene-by-scene or frame-by-frame basis 

Dynamic metadata in HDR video represents a significant advancement over static metadata 
by providing information about the luminance and color characteristics of the content that 
can change on a scene-by-scene or even frame-by-frame basis 1. This allows for much more 
precise and nuanced optimization of the HDR image on compatible displays. The two primary 
dynamic metadata formats are Dolby Vision and HDR10+ 1. 
Dolby Vision is a proprietary HDR format developed by Dolby Laboratories that incorporates 
dynamic metadata 1. This metadata allows for scene-by-scene or frame-by-frame 
adjustments to parameters like brightness, contrast, and color. Dolby Vision supports up to 
12-bit color depth and a theoretical peak brightness of 10,000 nits 1. Implementation of Dolby 
Vision in displays typically requires specific hardware (often a dedicated Dolby Vision chip) 
and involves licensing fees paid to Dolby 1. The dynamic metadata in Dolby Vision is created 
during the mastering process using Dolby's proprietary tools and algorithms, and it provides 
detailed instructions to Dolby Vision-enabled displays on how to best render each scene or 
frame. 



HDR10+ is an open standard that also supports dynamic metadata 5. Developed by Samsung 
and other partners, HDR10+ offers similar benefits to Dolby Vision in terms of allowing for 
scene-level or frame-level optimization of the HDR image. It typically uses 10-bit color depth 
and supports a peak brightness of 1000 nits or more 1. A key difference from Dolby Vision is 
that HDR10+ is royalty-free, which has encouraged wider adoption among manufacturers 5. 
Like Dolby Vision, HDR10+ dynamic metadata provides information about the luminance and 
color characteristics that can change throughout the content. 
The impact of dynamic metadata on rendering is substantial 5. By providing detailed 
information about the luminance and color characteristics of each scene or frame, dynamic 
metadata allows HDR displays to perform much more precise and accurate tone mapping 5. 
Instead of applying a single tone mapping curve to the entire video based on static metadata, 
displays can adapt their rendering on a scene-by-scene or frame-by-frame basis according 
to the dynamic metadata. This can result in a significant improvement in image quality, with 
more detail preserved in both very bright and very dark areas, and colors rendered more 
accurately for each part of the content. For example, a dark scene might be rendered with 
more shadow detail, while a bright, sunny scene can utilize the full brightness capabilities of 
the display without causing clipping. This leads to a more consistent and immersive HDR 
viewing experience across different displays with varying capabilities 5. 
The role of metadata in ensuring optimal HDR viewing experiences 
across different displays 

Metadata, both static and dynamic, serves as a crucial bridge between the rich information 
contained in HDR content and the diverse capabilities of HDR displays 1. Its primary role is to 
guide the display on how to best render the HDR image to match the creative intent of the 
content creators while respecting the display's own limitations. 
Tone mapping guidance is perhaps the most significant function of metadata 1. As 
mentioned earlier, the dynamic range of HDR content often exceeds the native capabilities of 
consumer displays. Metadata provides essential information that the display's tone mapping 
algorithms use to intelligently compress or map the luminance levels of the content to fit 
within the display's range 5. Static metadata provides overall guidance for the entire video, 
while dynamic metadata allows for scene-specific or frame-specific adjustments, leading to 
more accurate and detailed rendering 5. 
Accurate metadata also plays a vital role in preserving the creative intent of the filmmakers 
or content producers 5. By providing information about the mastering display's characteristics 
(e.g., peak brightness, color gamut) and the content's properties (e.g., luminance range, color 
primaries), metadata allows other displays to make informed decisions about how to best 
reproduce the image as it was intended to be seen. 
Furthermore, metadata is essential for handling the variations in display capabilities that 
exist across the wide range of HDR televisions and monitors available to consumers 5. 
Different displays have different peak brightness levels, contrast ratios, and tone mapping 
algorithms. Metadata allows content to be effectively displayed on this diverse ecosystem of 



devices. Dynamic metadata, in particular, is designed to address the specific capabilities and 
limitations of individual displays on a scene-by-scene or frame-by-frame basis, leading to a 
more optimized viewing experience tailored to the specific display 5. 
In essence, metadata acts as a communication channel between the HDR content and the 
HDR display, providing the necessary information for the display to render the content in a 
way that maximizes its visual potential within the display's capabilities and as intended by the 
creators. Without accurate and appropriate metadata, the HDR viewing experience can be 
inconsistent, with some displays potentially clipping highlights, crushing shadows, or 
displaying inaccurate colors. Therefore, the proper creation, transmission, and interpretation 
of metadata are critical for ensuring that viewers can enjoy HDR content to its fullest potential, 
regardless of the specific HDR display they are using. 

Engineering HDR into Video Production Workflows 
Technical considerations for HDR camera acquisition: Sensor 
characteristics, bit depth requirements, and log encoding formats 

Acquiring high-quality HDR footage requires careful consideration of several technical factors 
at the camera level 7. The characteristics of the camera's sensor, the bit depth at which the 
video is recorded, and the use of log encoding formats are all crucial for capturing the wide 
dynamic range and extended color gamut that define HDR. 
Sensor Characteristics: HDR cameras are equipped with sensors designed to capture a 
significantly wider range of light intensities compared to traditional SDR cameras 7. The 
dynamic range of a camera sensor is typically measured in stops, with each stop representing 
a doubling or halving of the amount of light 1. Professional HDR cameras often feature sensors 
with a dynamic range of 14 to 17 stops or even more 7, allowing them to capture intricate 
details in both the brightest highlights and the darkest shadows of a scene simultaneously. 
This capability is fundamental to producing true HDR content. 
Bit Depth Requirements: To accurately capture and preserve the wide dynamic range and 
the subtle gradations in color within an HDR scene, it is essential to record video at a higher 
bit depth than the 8-bits commonly used in SDR 2. HDR acquisition typically utilizes 10-bit or 
12-bit recording. A higher bit depth provides a greater number of discrete levels for 
representing luminance and color information. For example, 10-bit allows for 1024 levels per 
color channel (red, green, blue), resulting in over one billion possible colors, compared to the 
256 levels per channel (16.7 million colors) in 8-bit 2. This increased precision helps to avoid 
quantization artifacts like banding, especially in smooth gradients of light and color, which can 
become more apparent with the wider dynamic range of HDR. 
Log Encoding Formats: Many professional HDR cameras employ logarithmic (log) encoding 
formats, such as S-Log (Sony), Log C (ARRI), and others, to efficiently capture the wide 
dynamic range of the sensor 7. Log encoding compresses the higher luminance values and 
expands the lower luminance values in a way that makes optimal use of the available bit 
depth. This allows more detail to be recorded in both the highlight and shadow regions of the 



image, providing greater flexibility for color grading and manipulation in post-production. Log 
footage typically appears flat and desaturated straight out of the camera and requires a 
conversion process (often using a Look-Up Table or LUT) to bring it to a viewable state and to 
take advantage of the HDR dynamic range and color gamut during grading. 
Technical setup and calibration for on-set HDR monitoring 

Accurate on-set monitoring is crucial in HDR video production to ensure that the captured 
footage meets the creative and technical requirements of the format 7. This requires a specific 
technical setup and calibration of the monitoring equipment. 
HDR Reference Monitors: The primary requirement for on-set HDR monitoring is the use of 
professional-grade HDR reference monitors 7. These monitors must be capable of displaying 
the wide dynamic range and color gamut of HDR content accurately. They should support the 
relevant HDR standards, such as PQ (SMPTE ST 2084) and HLG, and be able to achieve 
sufficient peak brightness (ideally 1000 nits or more) and a low black level to properly 
represent the contrast in HDR images. 
Luminance and Color Calibration: Proper calibration of the HDR reference monitor is 
essential to ensure that the displayed image accurately reflects what is being captured by the 
camera. This involves setting the correct peak luminance, black level, and color primaries of 
the monitor to match the target HDR standard (e.g., Rec. 2020 color space and a specific PQ 
curve). Calibration is typically performed using specialized hardware, such as colorimeters or 
spectroradiometers, and professional calibration software. Regular calibration is necessary to 
maintain accuracy over time. 
Viewing Conditions: The environment in which on-set monitoring takes place can also 
significantly impact the perceived quality of the HDR image 9. Ambient light can reduce the 
perceived contrast and affect the apparent brightness and color accuracy. Ideally, on-set 
monitoring should be conducted in a controlled viewing environment with dim or no ambient 
light to allow for accurate evaluation of the HDR content. Some standards recommend a 
surround illumination level of around 5 nits for critical HDR viewing 9. 
In addition to the monitor itself, the signal path from the camera to the monitor must also be 
HDR-compatible. This includes using appropriate cables (e.g., HDMI 2.0a or later) that can 
handle the bandwidth requirements of HDR video and ensuring that any intermediate devices 
(like video assist systems) also support HDR passthrough without altering the signal. 
Advanced post-production grading techniques tailored for HDR: 
Utilizing color grading software and hardware for optimal results 

Post-production color grading for HDR requires a different approach and specialized tools 
compared to SDR grading 7. The expanded dynamic range and color gamut of HDR offer 
greater creative possibilities but also demand a more nuanced understanding of color science 
and grading techniques. 
HDR Color Grading Suites: HDR grading is typically performed in dedicated color grading 
suites equipped with high-performance workstations capable of handling the data-intensive 
nature of HDR video, professional color grading software that supports HDR workflows (e.g., 



DaVinci Resolve, Baselight, Nuke), and calibrated HDR reference monitors that meet industry 
standards for brightness, contrast, and color accuracy. 
Working in Nits: One of the fundamental shifts in HDR grading is the move towards working 
with absolute luminance values measured in nits (candelas per meter squared) rather than the 
relative IRE units used in SDR 7. Color grading software for HDR often displays luminance levels 
in nits, allowing colorists to precisely control the brightness of different elements within the 
scene, from subtle shadow details to bright specular highlights. 
Tone Mapping Adjustments: A significant aspect of HDR grading involves carefully adjusting 
the tone mapping of the content 7. Tone mapping is the process of mapping the wide dynamic 
range of the source material to the potentially narrower dynamic range of the target display. 
Colorists use specialized tools in grading software to fine-tune how highlights and shadows 
are rolled off, ensuring that detail is preserved in both extremes and that the image looks 
good on a variety of HDR displays with different peak brightness capabilities. This often 
involves working with curves and other controls to shape the luminance response of the 
image. 
Color Space Management: Proper color space management is crucial throughout the HDR 
post-production workflow 2. This includes ensuring accurate conversions between different 
color spaces, such as from the camera's native log format to a working color space (e.g., Rec. 
2020 with PQ or HLG) and then to the final delivery color space. Colorists often use Look-Up 
Tables (LUTs) to manage these transformations and to achieve specific creative looks. 
Utilizing HDR-Specific Tools: Color grading software for HDR often includes tools 
specifically designed for working with the expanded dynamic range and color gamut. These 
might include controls for adjusting specular highlights, enhancing shadow detail without 
introducing noise, and manipulating the wider color palette. Colorists also need to be mindful 
of potential issues like banding, which can be more apparent in HDR due to the increased 
dynamic range, and use techniques to mitigate these artifacts. 
Technical guidelines for mastering HDR content for various delivery 
formats 

Mastering HDR content for different delivery platforms requires adherence to specific 
technical guidelines for each format to ensure optimal playback across a wide range of 
devices 38. This includes considerations for luminance levels, color space, transfer function, 
and metadata. 
Format-Specific Mastering: As discussed earlier, there are several HDR formats, including 
HDR10, HDR10+, Dolby Vision, and HLG, each with its own set of technical specifications and 
best practices 38. When mastering, content creators need to decide which formats they will be 
delivering in and tailor their workflow accordingly. For example, mastering for Dolby Vision 
involves using Dolby's proprietary tools to create dynamic metadata that guides Dolby 
Vision-enabled displays on how to render the content 38. HDR10+ also requires the generation 
of dynamic metadata, while HDR10 relies on static metadata. HLG, being display-referred, has 
fewer specific mastering requirements related to metadata but still needs to adhere to the 
HLG transfer function. 



Luminance and Color Targets: Mastering guidelines often specify target peak luminance 
levels (e.g., 1000 nits, 4000 nits) and color gamut coverage (typically Rec. 2020) depending 
on the format and the intended viewing experience 38. The choice of target luminance can 
impact the creative look of the content, particularly the intensity of highlights. 
Metadata Creation: Ensuring accurate creation and inclusion of both static (MaxCLL, 
MaxFALL) and dynamic (for HDR10+ and Dolby Vision) metadata is a critical part of the 
mastering process 38. This metadata informs the playback devices about the characteristics of 
the content and provides instructions on how to best render it. Inaccurate metadata can lead 
to a suboptimal viewing experience. 
Quality Control: Rigorous quality control checks are essential to ensure that the mastered 
HDR content meets the technical specifications of the target delivery formats and that the 
visual quality is consistent with the creative intent 38. This often involves viewing the content 
on calibrated HDR displays that simulate different consumer display capabilities to identify 
any potential issues like clipping, banding, or color inaccuracies. Mastering facilities often 
have specific workflows and tools for HDR quality control. 
Furthermore, when mastering for different delivery methods (e.g., streaming vs. physical 
media), there might be additional technical considerations related to encoding parameters, 
bitrates, and packaging of the content. Adhering to these guidelines is crucial for ensuring 
that the HDR content is delivered to viewers in the highest possible quality for their chosen 
platform. 

Technical Aspects of HDR Distribution Methods 
Detailed examination of streaming protocols and their technical 
requirements for HDR delivery (e.g., codec support, bandwidth 
considerations) 

Delivering High Dynamic Range (HDR) content via streaming platforms involves several 
technical requirements related to streaming protocols, video codecs, and bandwidth capacity. 
Modern streaming protocols are designed to adapt to varying network conditions and device 
capabilities to provide the best possible viewing experience, including support for HDR. 
Streaming Protocols: Adaptive bitrate streaming (ABR) protocols like DASH (Dynamic 
Adaptive Streaming over HTTP) and HLS (HTTP Live Streaming) are widely used for delivering 
video content over the internet, including HDR 5. These protocols work by encoding the video 
content at multiple bitrates and resolutions. The streaming client (e.g., a smart TV or 
streaming device) can then dynamically switch between these different streams based on the 
user's available bandwidth, ensuring smooth playback without buffering or interruptions. For 
HDR streaming, these protocols need to be capable of handling the specific characteristics of 
HDR video, such as higher bit depths and wider color gamuts. 
Codec Support: Efficient compression of HDR video is crucial for streaming due to the 
increased data rates associated with it. Modern video codecs like HEVC (High Efficiency Video 
Coding/H.265) and AV1 are commonly used for HDR streaming as they offer better 



compression efficiency than older codecs like H.264 while also supporting the features 
necessary for HDR, such as 10-bit or 12-bit color depth and the ability to handle PQ and HLG 
transfer functions 38. The choice of codec can impact the required bandwidth and the overall 
quality of the streamed HDR content. 
Bandwidth Considerations: HDR streaming typically requires more bandwidth than SDR 
streaming due to the larger file sizes resulting from higher bit depths, wider color gamuts, and 
often higher resolutions (like 4K) 5. Streaming services often recommend a minimum internet 
speed for streaming HDR content, which can vary depending on the resolution and the 
specific HDR format used. For example, streaming 4K HDR content might require a sustained 
internet connection of 25 Mbps or higher for optimal playback 5. Insufficient bandwidth can 
lead to buffering, lower quality streams (switching down to SDR or lower resolution), or 
playback issues. 
Metadata Carriage: For HDR streaming to work correctly, the streaming protocol must also 
support the carriage of HDR metadata from the streaming server to the playback device 38. 
This includes both static metadata (like MaxCLL and MaxFALL) and dynamic metadata (for 
formats like Dolby Vision and HDR10+). The metadata provides the necessary information for 
the playback device to properly interpret and render the HDR signal. The streaming protocol 
needs to ensure that this metadata is transmitted reliably along with the video stream. 
Analysis of broadcast standards (e.g., ATSC 3.0) and their specific 
technical implementations for HDR transmission 

Broadcast standards are also evolving to incorporate High Dynamic Range (HDR) video, with 
next-generation standards like ATSC 3.0 leading the way 2. These standards aim to enable 
broadcasters to deliver higher quality video with enhanced dynamic range and color to 
viewers with compatible receivers. 
ATSC 3.0: This is the latest over-the-air broadcast standard for terrestrial television in the 
United States and other regions. It is designed to support a wide range of advanced features, 
including Ultra HD resolution, high frame rates, immersive audio, and High Dynamic Range 
(HDR) video 2. 
Technical Implementations: ATSC 3.0 supports multiple HDR formats, including Hybrid 
Log-Gamma (HLG) and Perceptual Quantizer (PQ) 38. HLG is particularly attractive for 
broadcast due to its inherent backward compatibility with SDR displays 39. This allows 
broadcasters to transmit a single signal that can be viewed in HDR on compatible TVs and in 
SDR on older TVs. PQ, on the other hand, offers potentially higher HDR quality but does not 
have inherent backward compatibility. The standard specifies the video codecs that can be 
used, such as HEVC, which is efficient for transmitting high-resolution and HDR content within 
the constraints of broadcast bandwidth. It also defines the color spaces (Rec. 2020 is 
supported) and the way metadata should be handled. 
Backward Compatibility: As mentioned, the backward compatibility of HLG is a significant 
advantage for broadcasters. It allows for a smoother transition to HDR broadcasting without 
requiring viewers with SDR TVs to upgrade immediately. The logarithmic portion of the HLG 
transfer function is designed to be interpreted by SDR receivers in a way that produces a 



viewable image, while HDR receivers can utilize the full hybrid curve to display the extended 
dynamic range. 
Challenges and Considerations: Implementing HDR in broadcast also involves 
considerations around bandwidth efficiency, as broadcasters have limited spectrum available. 
The choice of codec and HDR format needs to balance quality with bandwidth usage. 
Additionally, ensuring that the HDR signal is correctly received and processed by a variety of 
HDR-enabled televisions from different manufacturers requires adherence to the ATSC 3.0 
standard and proper implementation by TV manufacturers. 
Technical specifications for HDR support on physical media like Ultra 
HD Blu-ray 

Physical media, particularly Ultra HD Blu-ray discs, provide a high-bandwidth delivery 
mechanism for High Dynamic Range (HDR) content, allowing for the full potential of HDR 
formats to be realized with high bitrates and minimal compression artifacts 1. 
Ultra HD Blu-ray: This format is specifically designed to deliver 4K resolution video with HDR 
and wide color gamut 1. It has significantly higher storage capacity and data transfer rates 
compared to standard Blu-ray discs, which is essential for accommodating the increased data 
demands of HDR content. 
Technical Specifications: Ultra HD Blu-ray supports several HDR formats. HDR10 is a 
mandatory format for all Ultra HD Blu-ray discs 1. The format also allows for the inclusion of 
dynamic metadata formats like HDR10+ and Dolby Vision 1. The video codec used on Ultra HD 
Blu-ray is typically HEVC (H.265), which is efficient for compressing high-resolution and HDR 
video. The bit depth is usually 10-bit, although Dolby Vision content on Ultra HD Blu-ray can 
be 12-bit. The color space is Rec. 2020, enabling a wide range of colors to be displayed 1. 
Static metadata (like MaxCLL and MaxFALL) is always included, and discs can also contain 
dynamic metadata for enhanced HDR rendering on compatible players and TVs. 
Playback Requirements: To enjoy HDR content from Ultra HD Blu-ray discs, viewers need a 
compatible Ultra HD Blu-ray player that supports HDR playback and an HDR-enabled 
television. The connection between the player and the TV must be via an HDMI port that 
supports the necessary bandwidth (typically HDMI 2.0a or later) and HDCP (High-bandwidth 
Digital Content Protection) version (HDCP 2.2 or later) to ensure that the HDR signal can be 
transmitted and displayed correctly 5. The player reads the HDR metadata from the disc and 
transmits it to the TV, which then uses this information to perform the appropriate tone 
mapping and color processing to display the HDR image. 
Addressing the technical challenges and solutions in ensuring 
consistent HDR quality across different distribution channels 

Ensuring consistent HDR quality across various distribution channels, including streaming, 
broadcast, and physical media, presents several technical challenges that the industry is 
working to address. 
One significant challenge is metadata consistency 2. As HDR relies heavily on metadata 



(both static and dynamic) to guide display rendering, it is crucial that this metadata is 
accurate and remains consistent throughout the entire distribution chain, from content 
creation to the end user's display. Errors or inconsistencies in metadata can lead to a 
suboptimal or even incorrect HDR viewing experience. Solutions include establishing clear 
standards and best practices for metadata creation and handling at each stage of the 
workflow, as well as developing tools and processes for verifying metadata accuracy. 
Transcoding and format conversion are often necessary when HDR content needs to be 
distributed across different platforms or in various formats 2. These processes can potentially 
introduce quality degradation or lead to the loss or corruption of metadata if not handled 
carefully. Solutions involve using high-quality transcoding software and hardware that are 
specifically designed for HDR, as well as implementing rigorous quality control checks after 
any format conversion. 
The wide range of capabilities among consumer HDR displays also poses a challenge to 
achieving consistent quality 2. Displays vary significantly in their peak brightness, contrast 
ratios, color gamut coverage, and tone mapping algorithms. While dynamic metadata helps to 
address this by allowing for scene-specific adjustments, there will still be variations in how 
HDR content looks on different TVs. Solutions include the development of more sophisticated 
and standardized tone mapping algorithms in displays, as well as educating consumers about 
the different HDR formats and the capabilities of their televisions. 
Furthermore, bandwidth limitations in streaming and broadcast can impact the quality of 
the delivered HDR content. While efficient codecs like HEVC and AV1 help to mitigate this, 
there is still a trade-off between bandwidth usage and video quality. Solutions involve 
continued advancements in video compression technology and the deployment of faster and 
more reliable internet infrastructure. 
Finally, ensuring interoperability between different devices and HDR formats is crucial for a 
seamless consumer experience. The industry needs to continue to work on standardization 
and certification programs to ensure that HDR content created in one format can be played 
back correctly on a wide range of compatible devices. 

Design and Technical Specifications of HDR Display 
Technologies 
In-depth technical analysis of OLED display technology and its HDR 
capabilities (peak brightness, contrast ratio, color accuracy, tone 
mapping algorithms) 

OLED (Organic Light-Emitting Diode) display technology has emerged as a strong contender 
for delivering exceptional High Dynamic Range (HDR) performance due to its unique 
characteristics 2. In OLED displays, each individual pixel is self-emissive, meaning it generates 
its own light. This fundamental difference from traditional LCDs, which rely on a backlight, 
leads to several key advantages for HDR. 
One of the most significant benefits of OLED is its ability to achieve perfect black levels 9. 



When a pixel is instructed to display black, it simply turns off completely, emitting no light. This 
results in an infinite contrast ratio, as there is no light leakage in the black areas of the 
image. This deep contrast is crucial for HDR, allowing for a greater distinction between the 
darkest and brightest parts of the scene and enhancing the overall sense of depth and detail. 
Regarding peak brightness, while early OLED displays had limitations compared to some 
LCD technologies, modern OLED TVs have made significant strides. High-end OLED models 
can now achieve peak brightness levels in the range of 800 to 1500 nits or even higher for 
short durations, which is sufficient to deliver impactful HDR highlights 9. However, sustained 
full-screen brightness might still be lower than some top-tier LCDs due to factors like heat 
management. 
Color accuracy is another area where OLED technology typically excels 2. The precise control 
over individual pixels allows for highly accurate color reproduction across a wide viewing 
angle. OLED displays often cover a large portion of the DCI-P3 color space (typically >95%) 
and are making progress towards full coverage of the Rec. 2020 color space, which is 
essential for HDR content. 
Tone mapping algorithms in OLED TVs are often designed to leverage the technology's 
strengths, particularly its infinite contrast and deep blacks. These algorithms tend to prioritize 
maximizing the contrast and detail in darker areas of the image, ensuring that subtle shadow 
details are not lost. They also manage the mapping of high luminance values from HDR 
content to the display's peak brightness capabilities, aiming to preserve highlight detail 
without excessive clipping. Some OLED TVs also employ dynamic tone mapping on a 
scene-by-scene or frame-by-frame basis to further optimize the HDR viewing experience. 
In-depth technical analysis of QLED display technology and its HDR 
capabilities (peak brightness, contrast ratio, color accuracy, tone 
mapping algorithms) 

QLED (Quantum Dot Light-Emitting Diode) is a display technology primarily used by Samsung 
and other manufacturers as a variant of traditional LCD (Liquid Crystal Display) technology 2. 
QLED TVs utilize quantum dots – tiny semiconductor nanocrystals – to enhance the color 
purity and brightness of the LED backlight that illuminates the LCD panel. This approach 
allows QLED displays to achieve strong performance in High Dynamic Range (HDR) 
applications. 
One of the key strengths of QLED technology is its ability to deliver very high peak 
brightness 9. High-end QLED TVs can often achieve peak brightness levels exceeding 1000 
nits and in some cases reaching 2000 to 3000 nits or even higher. This high luminance 
capability is particularly beneficial for HDR content, allowing for bright and impactful specular 
highlights that can add significant realism to the image. 
In terms of contrast ratio, while QLED TVs have made significant improvements, they typically 
do not reach the infinite contrast of OLED displays. LCD technology relies on a backlight, and 
even with advanced local dimming (where the backlight is divided into independently 
controlled zones), there can still be some light leakage, preventing true blacks. However, 
high-end QLED TVs with sophisticated full-array local dimming can achieve very deep blacks 



and a high dynamic contrast, providing a strong HDR experience. 
Color accuracy is another area where QLED technology performs well 2. Quantum dots are 
highly efficient at emitting pure and saturated colors when illuminated. This allows QLED 
displays to achieve wide color gamut coverage, often capable of displaying over 95% of the 
DCI-P3 color space and making significant strides towards covering the wider Rec. 2020 color 
space required for HDR content. 
Tone mapping algorithms in QLED TVs are often optimized to take advantage of their high 
peak brightness and wide color volume capabilities 2. These algorithms aim to deliver 
impactful HDR highlights and vibrant colors, while also trying to maintain detail in darker 
areas. The effectiveness of the tone mapping can vary between manufacturers and models, 
with some implementing dynamic tone mapping that adjusts on a scene-by-scene basis to 
optimize the HDR presentation. 
Exploring the technical potential of microLED technology for HDR 
performance 

MicroLED is an emerging display technology that holds significant promise for delivering 
exceptional High Dynamic Range (HDR) performance 2. Like OLED, microLED is a self-emissive 
technology, meaning each individual pixel is a tiny LED that can emit its own light and be 
turned on or off independently. However, microLED uses inorganic gallium nitride (GaN) LEDs, 
which offer several potential advantages over organic LEDs used in OLED displays. 
One of the most significant potential benefits of microLED for HDR is its ability to achieve very 
high peak brightness levels, potentially surpassing both OLED and QLED technologies. The 
inorganic LEDs are generally more durable and can withstand higher current densities, 
allowing for much brighter displays without degradation. This could lead to incredibly 
impactful and realistic HDR highlights. 
Similar to OLED, the self-emissive nature of microLED technology allows for perfect black 
levels and thus an infinite contrast ratio. Since each pixel can be completely turned off, 
there is no backlight bleed or light leakage, resulting in deep, inky blacks that are crucial for a 
compelling HDR experience. 
MicroLED is also expected to offer excellent color accuracy and a very wide color gamut, 
potentially exceeding current display standards. The precise control over individual subpixels 
(red, green, and blue microLEDs) should allow for highly accurate color reproduction across a 
broad spectrum. 
While microLED technology for large-screen consumer displays is still in the early stages of 
development and faces manufacturing challenges, its potential for HDR performance is 
immense. As the technology matures, microLED displays are likely to employ tone mapping 
algorithms that leverage their unique capabilities for extremely high brightness, perfect black 
levels, and wide color gamut to deliver an unprecedented HDR viewing experience with 
exceptional detail in all luminance ranges. 
Comparative technical analysis of different HDR display technologies, 
focusing on parameters relevant to video engineers 



 
 
 
 
Feature OLED QLED MicroLED (Potential) 
Peak Brightness Typically 800-1500 

nits (improving) 
Typically 1000-3000+ 
nits 

Potentially > 2000+ 
nits 

Contrast Ratio Infinite High (with local 
dimming) 

Infinite 

Color Gamut >95% DCI-P3, 
approaching Rec. 
2020 

>95% DCI-P3, 
significant Rec. 2020 
coverage 

Expected to be high, 
exceeding current 
standards 

Black Levels Perfect Black Very Low (with local 
dimming) 

Perfect Black 

Viewing Angles Excellent Good (varies with 
technology) 

Excellent 

Pros Excellent contrast, 
color accuracy, thin 
and flexible designs 

High brightness, good 
color volume, less 
prone to burn-in 

Excellent contrast and 
brightness potential, 
wide color gamut, high 
durability 

Cons Potential for burn-in, 
lower sustained 
brightness in some 
cases 

Contrast not as 
absolute as OLED 
without advanced local 
dimming, relies on 
backlight 

Currently very 
expensive, 
manufacturing 
challenges for large 
sizes 

Tone Mapping Focus Contrast and dark 
detail optimization 

Brightness and color 
volume optimization 

Likely to leverage high 
brightness and 
contrast 

Comparative Analysis of HDR Formats and Profiles 
A rigorous technical comparison of HDR10, HDR10+, Dolby Vision, and 
HLG, highlighting their core technical differences 

 
 
 
 
Feature HDR10 HDR10+ Dolby Vision HLG (Hybrid 

Log-Gamma) 
Transfer 
Function 

PQ (SMPTE ST 
2084) 

PQ (SMPTE ST 
2084) 

PQ (SMPTE ST 
2084) 

Hybrid 
Log-Gamma 



Bit Depth 
(Typical) 

10-bit 10-bit 12-bit 10-bit 

Metadata Static (MaxCLL, 
MaxFALL) 

Dynamic 
(scene-by-scene) 

Dynamic 
(frame-by-frame) 

None (relative, 
display-referred) 

Max Brightness 
(Specified) 

Up to 10,000 nits Up to 10,000 nits Up to 10,000 nits No explicit limit 
(display-depende
nt) 

Color Space Rec. 2020 Rec. 2020 Rec. 2020 Rec. 2020 
Backward 
Compatibility 
with SDR 

No inherent 
backward 
compatibility 

No inherent 
backward 
compatibility 

No inherent 
backward 
compatibility 

Yes (inherent) 

Detailed breakdown of licensing requirements and associated 
technical implications for each format 

HDR10: This format is an open standard and is royalty-free 1. This lack of licensing fees has 
been a major factor in its widespread adoption as the baseline HDR format across the 
industry. 
HDR10+: Similar to HDR10, HDR10+ is also an open standard and is royalty-free 5. This makes 
it an attractive option for manufacturers and content creators looking to implement dynamic 
metadata capabilities without incurring additional costs. 
Dolby Vision: This is a proprietary format developed by Dolby Laboratories and requires 
licensing fees for both content creators (for mastering tools and workflows) and display 
manufacturers (for incorporating Dolby Vision hardware and software) 1. The licensing fees 
support Dolby's ongoing research and development, as well as their quality control and 
certification programs. Technically, Dolby Vision often involves more stringent mastering 
requirements and can leverage a higher bit depth (12-bit) for potentially superior image 
quality and more precise dynamic metadata. 
HLG (Hybrid Log-Gamma): This format, co-developed by the BBC and NHK, is also 
royalty-free 5. This has contributed to its adoption in broadcast and some streaming 
applications where cost is a significant consideration, and the focus is on reaching a broad 
audience, including those with SDR displays. 
The licensing requirements have implications for the technical ecosystem around each format. 
The royalty-free nature of HDR10 and HLG has likely contributed to their broader adoption 
across a wider range of devices and content platforms. Dolby Vision, while requiring licensing, 
offers a potentially higher-quality HDR experience due to its 12-bit capability and 
frame-by-frame dynamic metadata, which justifies the cost for many premium applications. 
HDR10+ aims to bridge the gap by offering dynamic metadata without licensing fees, seeking 
a balance between performance and accessibility. 
Analyzing the ecosystem support for each format across the content 
creation, distribution, and display pipeline from a technical adoption 



perspective 

HDR10: Enjoys the most widespread support across the entire HDR ecosystem 1. It is a 
mandatory format for Ultra HD Blu-ray, is supported by nearly all HDR-capable televisions 
from all major manufacturers, and is widely used by streaming services (like Netflix, Amazon 
Prime Video, Disney+) and game consoles (like PlayStation and Xbox). Its open standard and 
royalty-free nature have made it the baseline HDR format. 
HDR10+: Has been gaining increasing support, particularly from Samsung (which was a key 
developer), as well as other TV manufacturers like Panasonic and Philips. Content support is 
also growing, with Amazon Prime Video being a major proponent. While not as universally 
supported as HDR10, its adoption is expanding due to its dynamic metadata capabilities 
without licensing fees. 
Dolby Vision: Also has strong support, especially in the premium segment of the HDR market 
6. It is supported by major streaming services (Netflix, Amazon Prime Video, Disney+, Apple 
TV+), is available on many Ultra HD Blu-ray discs, and is implemented in high-end televisions 
from a wide range of manufacturers (including LG, Sony, TCL, and others). Dolby's brand 
recognition and the perceived quality benefits of its dynamic metadata contribute to its 
significant presence. 
HLG (Hybrid Log-Gamma): Primarily supported in the broadcast industry due to its 
backward compatibility with SDR displays 39. It is used by broadcasters in regions adopting 
HDR, such as the BBC and NHK. Some streaming platforms (like YouTube) also support HLG, 
and it is increasingly found in consumer televisions, often as an additional HDR format 
alongside HDR10. 
The level of ecosystem support is a crucial factor for video engineers. HDR10 serves as a 
widely adopted foundation. Dolby Vision is often associated with premium content and 
displays. HLG is important for broadcast applications. HDR10+ is a growing option for dynamic 
metadata without licensing costs. Content creators and distributors need to consider the 
target platforms and the capabilities of the intended viewing devices when choosing which 
HDR formats to support. 

Conclusions 
High Dynamic Range video represents a significant evolution in visual technology, offering 
substantial improvements in dynamic range, color gamut, and overall image fidelity compared 
to Standard Dynamic Range. The technical underpinnings of HDR are complex, involving a 
deep understanding of human visual perception, sophisticated mathematical transfer 
functions like PQ and HLG, the adoption of wide color gamuts such as Rec. 2020, and the use 
of metadata to guide display rendering. 
The choice between different HDR formats often depends on the specific application. PQ, with 
its absolute luminance mapping and support for dynamic metadata (Dolby Vision and 
HDR10+), is well-suited for mastering and delivering premium content where high fidelity is 
paramount. HLG, with its inherent backward compatibility, offers a practical solution for 
broadcast environments where reaching a wide audience with diverse display capabilities is 



essential. HDR10 serves as a widely adopted baseline, ensuring compatibility across a broad 
range of devices. 
The ongoing advancements in display technologies like OLED, QLED, and the emerging 
microLED are crucial for realizing the full potential of HDR. Each technology has its own 
strengths and weaknesses in terms of peak brightness, contrast ratio, and color accuracy, 
which video engineers need to consider during content creation and evaluation. 
Ensuring consistent HDR quality across various distribution channels remains a key challenge. 
Accurate metadata handling, proper color space management, and careful attention to the 
capabilities of different display devices are all critical factors. Continued standardization and 
best practices within the industry will be essential for delivering a consistently high-quality 
HDR viewing experience to consumers. 
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