
Color in Video 
Section 1: The Foundations of Color in Video 
The perception and reproduction of color in video systems are deeply rooted in the 
physics of light and the intricacies of human vision. A thorough understanding of 
these foundational principles is essential for video engineers seeking to master color 
manipulation, encoding, and display. This section will explore the nature of light, the 
mechanisms of human color perception, and the scientific methods developed to 
quantify and standardize color. 

1.1. The Physics of Light and the Electromagnetic Spectrum 

Light, the stimulus for vision, is a form of electromagnetic radiation, exhibiting both 
wave-like and particle-like properties. The electromagnetic spectrum encompasses a 
vast range of wavelengths, from extremely short gamma rays to very long radio waves. 
Visible light, the portion of this spectrum that the human eye can detect, occupies a 
relatively narrow band, typically considered to range from approximately 380 
nanometers (nm) to 700 nm.1 

Within this visible spectrum, different wavelengths are perceived by the human brain 
as different colors. Shorter wavelengths towards the 380 nm end are perceived as 
violet and blue, while progressively longer wavelengths transition through green, 
yellow, orange, and finally to red at the 700 nm end.1 It is this relationship between 
wavelength and perceived hue that forms the physical basis of color. 

The concept of "white" light is particularly important in video. White light, such as 
sunlight, is not a monochromatic color but rather a composite mixture of various 
wavelengths from across the visible spectrum. The human brain interprets a stimulus 
as "white" when all three types of its color-sensitive photoreceptors (detailed in 
Section 1.2) are stimulated to a similar degree simultaneously. Thus, white light as a 
singular entity does not exist in the physical spectrum; it is a perceptual construct.2 
This understanding is fundamental to how white balance is handled in cameras and 
how white points are defined in color spaces. 

Conversely, "black" is the perception that arises from the absence of light stimulating 
the eye. It is not a color within the spectrum but rather the lack of any visible 
electromagnetic radiation within the detectable range.2 The ability of a display to 
produce a deep black is a critical factor in its perceived contrast ratio. 

The way the human brain synthesizes the perception of color from mixed wavelengths 



is a critical principle. For instance, when the green-sensitive and blue-sensitive 
photoreceptors are stimulated together, the brain averages these signals to create the 
experience of cyan, a color whose wavelength lies between green and blue in the 
spectrum.2 This additive nature of color perception is directly mirrored in display 
technologies like RGB monitors, which combine red, green, and blue light in varying 
intensities to generate a wide array of colors, including white. The display effectively 
leverages the brain's own interpretive mechanisms. 

Scientists and astronomers often utilize wavelengths beyond the visible spectrum, 
such as infrared or ultraviolet, to gather information about the universe. To visualize 
this data, they assign representative colors to these non-visible wavelength ranges. 
For example, a near-infrared image might assign red, green, and blue to different 
infrared bands to make stellar nurseries or dust-penetrated galactic views 
comprehensible.1 This practice underscores that "color" can be an interpretation or 
encoding of information that extends beyond direct human visual capability, 
analogous to how video systems encode color numerically. The perceptual 
construction of white and black also carries significant implications for video systems. 
Since white is not a single wavelength, its definition within a video system (the "white 
point") becomes a matter of standardization based on desired appearance and 
average human perception, such as the D65 illuminant for daylight conditions. 
Similarly, achieving true black on a display is a technological challenge related to 
controlling light emission, directly influencing the contrast and dynamic range 
capabilities of video displays. 

1.2. Human Color Perception: Trichromacy, Cones, and Rods 

Human vision is an extraordinarily complex process, involving the intricate interplay of 
optical components in the eye and sophisticated neural processing in the brain.3 Light 
from an object first passes through the cornea, which is responsible for the majority 
(about 65%) of the eye's refractive power. The cornea also acts as a protective barrier 
and filters some damaging ultraviolet (UV) wavelengths.3 After the cornea, light 
traverses the aqueous humor, the pupil (whose size is controlled by the iris), and the 
crystalline lens, which provides variable focus. This optical system forms an inverted 
image on the retina, a multi-layered membrane at the back of the eye.3 

The retina houses millions of specialized light-sensitive cells known as 
photoreceptors. These are broadly categorized into two types: rods and cones.3 

●​ Rods: There are approximately 125-130 million rod cells in each human eye. They 
are extremely sensitive to low levels of illumination and are primarily responsible 
for vision in dim light (scotopic vision). Rods do not differentiate between colors; 



their stimulation results in the perception of shades of gray and relatively unsharp 
images.3 

●​ Cones: There are approximately 5 to 7 million cone cells in each eye. Cones are 
responsible for color vision and function optimally in bright light conditions 
(photopic vision), providing sharp, detailed images.3 

The basis of human color vision is trichromacy, which stems from the presence of 
three distinct types of cone cells, each containing a different photopigment that gives 
it a unique spectral sensitivity profile 3: 

●​ S-cones (Short-wavelength sensitive): These cones are most sensitive to light 
of shorter wavelengths, with a peak sensitivity around 430 nm, corresponding to 
the perception of blue.3 

●​ M-cones (Medium-wavelength sensitive): These cones have a peak sensitivity 
to medium wavelengths, around 535 nm, corresponding to the perception of 
green.3 

●​ L-cones (Long-wavelength sensitive): These cones are most sensitive to 
longer wavelengths, with a peak sensitivity around 590 nm, corresponding to the 
perception of red.3 

The brain perceives a vast spectrum of colors by interpreting the relative strengths of 
the signals from these three cone types. If all three types are stimulated equally and 
strongly, the perception is of white or achromatic light.3 The differing populations and 
sensitivities of rods and cones directly explain why our color perception diminishes in 
low-light conditions. As illumination decreases, vision transitions from 
cone-dominated (photopic, color) to rod-dominated (scotopic, monochrome). This 
transition has direct implications for video capture, emphasizing the need for 
adequate lighting to achieve desired color rendition and to avoid excessive noise 
when camera sensors are pushed to their limits in low-light scenarios. 

Beyond the initial trichromatic response at the retinal level, the brain further 
processes these signals. The Opponent Process Theory, proposed by Ewald Hering, 
suggests that color information from the cones is processed in an opponent manner: 
red versus green, blue versus yellow, and black versus white (luminance).5 This theory 
is supported by phenomena such as afterimage illusions. For example, staring at a 
green square fatigues the M-cones; when subsequently viewing a white surface 
(which stimulates all cones), the relatively weaker signal from the fatigued M-cones 
compared to the L-cones results in the perception of a reddish (green's opponent) 
afterimage.5 This opponent processing is not merely a curiosity; it has influenced the 
design of perceptually-oriented color spaces like CIELAB, which features opponent 



channels (L*, a*, b*), and also informs the design of color grading tools that allow 
manipulation along these intuitive perceptual axes. 

The electrical signals generated by the rods and cones undergo initial processing by 
other specialized cells within the retina before being transmitted via the optic nerves 
to the brain. This information travels through several stages, including the lateral 
geniculate nuclei in the thalamus, ultimately reaching the visual cortices in the 
cerebrum for final interpretation and perception.3 

The specific spectral response curves of the S, M, and L cones are fundamental to 
understanding phenomena like metamerism. Metamerism occurs when two light 
sources with different spectral power distributions are perceived as the same color. 
This is possible because the cones provide an "averaged" response to the incoming 
spectrum; if two different spectra elicit the same triplet of responses from the S, M, 
and L cones, they will be indistinguishable in color.4 This principle is profoundly 
important for color reproduction in video. A display device does not need to replicate 
the exact spectral distribution of every color in a natural scene. Instead, it only needs 
to generate a spectral output that stimulates the human S, M, and L cones in the same 
way that the original scene would. This is the basis for color matching and the reason 
why a limited set of primaries (typically red, green, and blue) on a display can 
reproduce a wide gamut of perceived colors. It also underpins the limitations of any 
color reproduction system: the range of colors a device can produce (its gamut) is 
determined by its ability to selectively stimulate these three cone types. 

1.3. Introduction to Colorimetry: Standard Observers and Tristimulus Values 

Colorimetry is the science dedicated to quantifying and describing human color 
perception in physical terms. It provides the tools and methodologies to measure 
color objectively, moving it from a purely subjective experience to a domain of 
scientific and engineering precision. 

The foundations of modern colorimetry were laid by color matching experiments 
conducted by the "Commission Internationale de l'éclairage" (CIE) prior to 1931.4 In 
these experiments, human observers were tasked with matching the color of a 
monochromatic test light (a light of a single wavelength) by additively mixing amounts 
of three specific primary lights—typically a red, a green, and a blue light. By adjusting 
the intensities of these three primaries, observers attempted to make the mixture 
indistinguishable from the test light. This process was repeated for various test 
wavelengths across the visible spectrum.4 

A significant challenge arose during these experiments: to match certain spectral 



colors, it was sometimes necessary to add one of the primary lights to the test light 
side of the viewing field, rather than to the mixture. Mathematically, this was 
interpreted as requiring a "negative" amount of that primary in the matching mixture.4 
This "negative color" problem highlighted that no set of three real (physically 
realizable) primary lights could be additively mixed to match all visible spectral colors. 
The initial result of these experiments was the CIE RGB color space, which, due to this 
issue, included negative values for some color specifications, making it inconvenient 
for practical calculations.4 

To address this and create a more universally applicable system, the CIE defined the 
concept of a Standard Observer. A standard observer represents the color-matching 
capabilities of an average human eye under specified viewing conditions, effectively 
standardizing human color vision for measurement purposes. Two principal standard 
observers are: 

●​ CIE 1931 2° Standard Observer: This model is based on color matching data 
obtained using a 2-degree angular field of view. This small field of view 
corresponds to the fovea, the central part of the retina where cone cells are most 
densely packed, providing the sharpest color vision.6 

●​ CIE 1964 10° Standard Observer: This model was developed later for situations 
involving larger fields of view (greater than approximately 4 degrees). It 
incorporates a greater influence from the rod cells and the parafoveal regions of 
the retina.6 

Associated with each standard observer are three Color Matching Functions 
(CMFs). For the CIE 1931 Standard Observer, these are denoted as x(λ), y​(λ), and z(λ). 
These functions represent the spectral sensitivity of the three hypothetical "sensors" 
corresponding to the standard observer. More precisely, they quantify the amount of 
each of three imaginary primaries (X, Y, and Z) required to match a unit amount of 
radiant power at each wavelength λ across the visible spectrum.6 These CMFs are 
typically provided as tables of values at discrete wavelength intervals (e.g., 5 nm).6 

Using these CMFs, the color of any light stimulus can be quantified by a set of three 
tristimulus values: X, Y, and Z. These values represent the amounts of the three CIE imaginary 
primaries needed to match the color of the stimulus. They are calculated by integrating the 
product of the spectral power distribution (SPD) of the light stimulus, I(λ), and each of the 
three color matching functions over the visible spectrum 6: 
X=k∫λ​I(λ)x(λ)dλY=k∫λ​I(λ)y​(λ)dλZ=k∫λ​I(λ)z(λ)dλ 
where k is a normalizing constant. 
The CIE XYZ color space, defined by these tristimulus values, was a direct result of a 
mathematical transformation from the earlier CIE RGB space. This transformation was 



ingeniously designed to achieve two critical goals: 

1.​ Ensure that all visible colors could be represented using only positive X, Y, and Z 
values, overcoming the "negative color" problem.4 This was achieved by defining 
the X, Y, and Z primaries as imaginary (not physically realizable). 

2.​ The Y tristimulus value was deliberately designed to correspond directly to the 
luminance of the color, which is the perceived brightness. The y​(λ) color 
matching function was made identical to the photopic luminous efficiency 
function, V(λ), which describes the average spectral sensitivity of human vision to 
brightness.4 

The establishment of standard observers and the CIE XYZ tristimulus system marked a 
paradigm shift, transforming color from a subjective sensation into an objective, 
measurable, and universally communicable quantity. This framework is the bedrock 
upon which all modern color science, including video colorimetry, is built. Without it, 
consistent color reproduction and interchange between different devices and systems 
would be unattainable. The abstraction to imaginary primaries, forced by the 
"negative color" issue, was a crucial innovation. It freed color specification from the 
limitations of any particular set of physical colorants or light sources, enabling the CIE 
XYZ space to serve as a "master" or absolute reference space capable of describing 
all colors visible to the average human and encompassing the gamuts of all real-world 
devices.6 

Furthermore, the specific design of the Y value to represent luminance had profound 
and lasting consequences for video engineering. This separation of brightness 
information from chromatic (color) information is a fundamental principle exploited in 
numerous video technologies. For instance, color difference component video signals 
like YCbCr (discussed in Section 2.2.2) rely on this separation to allow for chroma 
subsampling, a compression technique that significantly reduces video data rates by 
allocating less bandwidth to color information than to brightness information, 
leveraging the human visual system's greater sensitivity to luminance detail.7 The 
foresight in structuring the CIE 1931 XYZ space in this way has had a direct and 
enduring impact on the efficiency and practicality of digital video systems. 

Section 2: Color Models and Spaces 
In the realm of digital video, the terms "color model" and "color space" are 
foundational, yet distinct. A clear understanding of this distinction is paramount for 
video engineers, as it underpins how color is defined, processed, and reproduced 
throughout the video chain. This section will clarify these concepts and then delve 
into the specifics of key color models and spaces relevant to video production and 



display. 

2.1. Defining Color Models vs. Color Spaces 

A color model is an abstract, mathematical system for describing colors using a set 
of numerical values, typically as tuples. Common examples include RGB (Red, Green, 
Blue) and CMYK (Cyan, Magenta, Yellow, Key/Black). A color model provides a 
framework for representing color but does not, by itself, specify the exact appearance 
of those colors. For instance, the RGB model states that colors are formed by 
combining red, green, and blue components, but it doesn't define which specific red, 
green, or blue.7 Color models can be based on the physics of light mixing (e.g., 
additive models like RGB for displays) or pigment mixing (e.g., subtractive models like 
CMYK for printing).7 

A color space, in contrast, is a concrete, specific implementation of a color model. It 
makes the abstract model absolute by defining the precise chromaticities of its 
primary colors, the chromaticity of its white point, and often a characteristic transfer 
function (gamma curve) that dictates the relationship between the numerical values 
and the actual light intensity.6 Therefore, while RGB is a color model, sRGB, Adobe 
RGB, Rec.709, and Rec.2020 are all distinct color spaces built upon the RGB model. 
Each of these spaces uses different red, green, and blue primaries, resulting in 
different ranges of reproducible colors, known as gamuts.9 

The distinction is critical because using the same numerical color values (e.g., R=255, 
G=0, B=0) will produce visibly different reds if interpreted in sRGB versus Rec.2020, 
due to their different primary definitions. This is a frequent source of error in video 
workflows if color spaces are not correctly identified and managed. As an example, 
converting between two RGB color spaces without specifying their respective profiles 
(which define their absolute characteristics in relation to a device-independent space 
like CIE XYZ) is a largely meaningless operation that will likely lead to color 
inaccuracies.6 

2.2. Fundamental Color Models 

Several color models are fundamental to video technology, each serving different 
purposes in capture, processing, and display. 

2.2.1. RGB: Additive Color, Primaries, and Display Technology 

The RGB color model is based on the principle of additive color mixing, where 
varying intensities of three primary colors—Red, Green, and Blue—are combined to 
produce a wide spectrum of other colors.7 When red, green, and blue light are mixed 



at their maximum intensities, they typically produce white light. This model is 
intrinsically linked to technologies that emit light, such as displays (CRT, LCD, LED, 
OLED) and digital capture devices like cameras and scanners, which sense light 
through red, green, and blue filters or sensors.7 

As mentioned, RGB itself is a model. Specific RGB color spaces, such as sRGB, Adobe 
RGB, Rec.709, and Rec.2020, are defined by the precise chromaticity coordinates 
(typically specified in the CIE 1931 xyY system) of their unique red, green, and blue 
primaries, as well as their white point.6 The choice of these primaries directly 
determines the gamut of the color space—the total range of colors it can represent. 
This gamut is visualized as a triangle on the CIE chromaticity diagram, with the 
vertices corresponding to the chromaticities of the R, G, and B primaries.4 To achieve 
a wider gamut (i.e., to represent a broader range of more saturated colors), the 
primaries must be chosen to be more saturated themselves, meaning their 
coordinates will be further apart and closer to the spectral locus on the chromaticity 
diagram. This has direct implications for display manufacturing, as producing physical 
light sources capable of emitting these highly pure primary colors can be 
technologically challenging and costly. 

2.2.2. YCbCr/YUV: Luma and Chrominance Separation 

YUV (primarily an analog scheme) and YCbCr (its digital counterpart) are families of 
color spaces extensively used in video systems. Their defining characteristic is the 
separation of image information into a luma component (Y') and two chrominance 
components (Cb/U for blue-difference and Cr/V for red-difference).7 The luma 
component represents the brightness or intensity information of the image 
(gamma-corrected, hence Y' rather than linear Y for luminance). The chrominance 
components carry the color difference information. 

This separation is highly advantageous for video compression. The human visual 
system is significantly more sensitive to variations in luma (brightness) than to 
variations in chroma (color).10 YCbCr exploits this perceptual characteristic by allowing 
the chroma components to be subsampled, meaning they are encoded at a lower 
resolution than the luma component. Common subsampling schemes include 4:2:2 
and 4:2:0 (detailed in Section 3.2). This reduction in color information significantly 
decreases the overall data rate of the video signal with minimal perceived degradation 
in image quality for most content.7 This efficiency is a cornerstone of digital video 
compression, making broadcast television, DVD, Blu-ray, and internet streaming 
practical. 

It is crucial to note that YCbCr signals are typically derived from gamma-corrected 



RGB inputs through a linear matrix transformation. Because the source RGB values 
are non-linear (gamma-corrected), the resulting Y' is termed "luma," and Cb/Cr are 
"chrominance" signals, rather than true linear luminance and perceptually distinct 
chroma.7 This distinction is vital. If conversions between RGB and YCbCr, or 
subsequent color manipulations, do not correctly account for the non-linear nature of 
luma and the specific color primaries and white point of the source RGB space, color 
shifts and inaccuracies can occur. This underscores the importance of understanding 
transfer functions (OETF/EOTF, discussed in Section 5) and maintaining a 
color-managed workflow. 

2.2.3. HSV/HSL: Intuitive Color Representation 

HSV (Hue, Saturation, Value), also known as HSB (Hue, Saturation, Brightness), and 
HSL (Hue, Saturation, Lightness), also known as HSI (Hue, Saturation, Intensity) or 
HSD (Hue, Saturation, Darkness), are color models that represent transformations of 
Cartesian RGB primaries (usually sRGB) into a cylindrical-coordinate system.7 Their 
components are: 

●​ Hue (H): Represents the pure color, often visualized as an angle around a central 
axis (0-360 degrees on a color wheel), e.g., red, yellow, green, cyan, blue, 
magenta. 

●​ Saturation (S): Represents the intensity or purity of the color. A saturation of 0% 
results in a shade of gray, while 100% saturation represents the purest form of 
the hue. 

●​ Value (V) / Brightness (B) in HSV/HSB: Represents the brightness of the color. A 
color at maximum value is the brightest pure form of that hue. It's analogous to 
shining a white light on a colored object; a bright light on a red object still makes 
it appear red, just more intense.7 

●​ Lightness (L) in HSL: Represents the perceived lightness, ranging from black 
(0% L) through the pure hue (at 50% L) to white (100% L). A perfectly light color 
in HSL is pure white.7 

These models are often preferred by artists, designers, and in user interfaces for color 
selection because they align more intuitively with how humans describe and think 
about color (e.g., "a darker, less saturated blue") compared to specifying RGB 
numerical values.7 

However, HSV and HSL have significant limitations for technical video work. Firstly, 
their components and colorimetry are relative to the RGB color space from which they 
are derived (typically sRGB). This makes them inherently device-dependent unless the 
source RGB space is explicitly defined and managed.6 An HSV value is ambiguous 



without knowledge of its underlying RGB primaries and white point. Secondly, and 
critically, neither HSV nor HSL effectively separates color into its three value 
components according to human perception of color.7 This means that equal 
numerical changes in H, S, or V/L do not correspond to equal perceptual changes in 
color. For example, a 10-unit change in saturation might be highly noticeable for a 
vivid red but barely perceptible for a pale yellow. This lack of perceptual uniformity 
makes them less suitable for tasks requiring precise color difference calculations or 
perceptually smooth gradients, for which spaces like CIELAB are designed. 
Consequently, HSV/HSL are more common in user-facing selection tools rather than in 
backend color processing engines used in professional video workflows. 

2.3. CIE Color Spaces: The Basis of Color Science 

The color spaces defined by the Commission Internationale de l'éclairage (CIE) form 
the scientific foundation for color measurement and specification. They are 
device-independent and based on the characteristics of human color vision. 

2.3.1. CIE 1931 XYZ: Derivation, Standard Observer, and Luminance (Y) 

The CIE 1931 XYZ color space is a cornerstone of colorimetry, established by the CIE in 
1931.4 Its development was based on extensive color matching experiments where 
human observers matched spectral colors using mixtures of three real red, green, and 
blue primary lights.4 As discussed in Section 1.3, these experiments revealed that no 
set of three real primaries could match all spectral colors without requiring "negative" 
amounts of one of the primaries for certain test colors. This led to the initial definition 
of the CIE RGB color space, which included such negative values.4 

To create a more practical and universally applicable system, the CIE performed a 
linear mathematical transformation on the CIE RGB data. This resulted in the CIE XYZ 
color space, where the X, Y, and Z primaries are imaginary (not physically realizable 
colors). This abstraction ensures that all visible colors can be represented using only 
positive X, Y, and Z tristimulus values.4 These tristimulus values (X, Y, Z) quantify the 
amounts of these imaginary primaries needed to match a given color. While they are 
sometimes loosely described as corresponding to red, green, and blue, it's crucial to 
remember they are mathematical constructs, not directly perceivable colors.6 

The CIE 1931 XYZ space is based on the data from the CIE 1931 2° Standard 
Observer, which models the average color vision of a human looking at a 2-degree 
field of view, corresponding to foveal vision where color sensitivity is highest.6 

A critical design feature of the CIE XYZ color space is that the Y tristimulus value 



was deliberately defined to represent the luminance (perceived brightness) of a 
color.4 This was achieved by making the y​(λ) color matching function identical to the 
CIE 1924 photopic luminous efficiency function, V(λ), which characterizes the human 
eye's average sensitivity to light of different wavelengths under well-lit conditions. 

The CIE XYZ color space is considered a "master" or fundamental reference color 
space because its gamut, defined by these imaginary primaries, encompasses all 
colors perceivable by the CIE 1931 Standard Observer. Consequently, it can describe 
the gamuts of all other color spaces and real-world display or capture devices.6 The 
mathematical abstraction to non-physical primaries was a pivotal innovation, enabling 
a truly universal, device-independent system. This universality is why CIE XYZ serves 
as the fundamental reference for defining other color spaces and for color 
management transformations. The direct correlation of the Y value with luminance has 
also had a profound and lasting impact on video engineering, enabling the separation 
of brightness and color information, which is exploited in luma-chroma color 
encodings like YCbCr and is fundamental to video compression strategies. 

2.3.2. CIE xyY Chromaticity Diagram: Visualizing Gamuts 

The CIE xyY color space is directly derived from the CIE XYZ space and provides a convenient 
way to separate chromaticity (hue and saturation) from luminance (brightness).4 The Y 
component from CIE XYZ is used directly as the luminance factor in xyY. The chromaticity is 
then defined by two coordinates, x and y, which are calculated as normalized ratios of the X, Y, 
and Z tristimulus values 6: 
x=X+Y+ZX​ 
y=X+Y+ZY​ 
A third chromaticity coordinate, z, can also be calculated as z=X+Y+ZZ​, but since x+y+z=1, z is 
redundant if x and y are known. The (x,y) coordinates uniquely specify the chromaticity of a 
color, independent of its luminance Y.4 
These x and y chromaticity coordinates are plotted on the CIE 1931 xy Chromaticity 
Diagram, a two-dimensional graph with x on the horizontal axis and y on the vertical 
axis. This diagram takes on a characteristic horseshoe shape and visually represents 
all the chromaticities perceivable by the CIE 1931 Standard Observer.8 Key features of 
this diagram include: 

●​ Spectral Locus: The curved outer boundary of the horseshoe shape. Points on 
the spectral locus represent monochromatic lights, i.e., colors consisting of a 
single wavelength of light, from approximately 380 nm (violet) to 700 nm (red). 
These are the most saturated colors humans can perceive.14 

●​ Line of Purples (or Purple Boundary): The straight line connecting the two ends 
of the spectral locus (the short-wavelength violet end and the long-wavelength 
red end). Colors on this line are non-spectral purples and magentas, which are 



formed by mixing red and blue/violet light and do not correspond to a single 
wavelength.14 

●​ Planckian Locus: A curve running roughly through the center of the diagram. 
This locus represents the chromaticity of light emitted by an ideal black-body 
radiator as its temperature changes. Points along this curve define different color 
temperatures (measured in Kelvin) and are often used to specify the color of 
"white" light sources.14 

The CIE xyY color space and its associated chromaticity diagram are invaluable tools 
in video engineering for visualizing and comparing the gamuts of different color 
spaces and display devices. The gamut of an RGB-based color space (like sRGB, 
Rec.709, DCI-P3, or Rec.2020) is represented as a triangle on the xy chromaticity 
diagram. The vertices of this triangle correspond to the (x,y) chromaticity coordinates 
of the specific red, green, and blue primaries defined for that color space.4 The area 
enclosed by this triangle represents the full range of chromaticities that the color 
space can reproduce. This visual representation makes it immediately apparent, for 
example, that the Rec.2020 gamut is significantly larger than the Rec.709 gamut, 
indicating its capacity to reproduce a much wider range of colors. 

The very shape of the spectral locus, forming the boundary of human vision on the 
diagram, inherently demonstrates a fundamental limitation of any color reproduction 
system based on three primaries: no triangular gamut formed by three real primaries 
can encompass all visible chromaticities. Some highly saturated colors, particularly 
along the curved portions of the spectral locus, will always be outside such a triangle. 
This necessitates choices and compromises when defining standard color gamuts for 
video and display systems and is a primary reason why out-of-gamut colors are a 
persistent challenge in color management and reproduction. 

2.3.3. Perceptually Uniform Spaces: CIELAB and CIELUV 

While the CIE XYZ color space provides a fundamental, device-independent way to 
specify color, it is not perceptually uniform. This means that equal numerical distances 
between pairs of colors in XYZ space do not necessarily correspond to equally 
perceived color differences by a human observer. To address this limitation, the CIE 
introduced CIELAB (L*a*b*) and CIELUV (L*u*v*) in 1976.7 Both are transformations of 
the CIE XYZ space designed to achieve greater perceptual uniformity, where a 
change of the same numerical magnitude in color values results in a visually similar 
perceived change, regardless of the location in the color space.7 

CIELAB (L*a*b*) 
This color space is defined by three coordinates: 



●​ L* (Lightness): Represents the perceived lightness of the color, ranging from 0 
(black) to 100 (white). It is a perceptually uniform scale of lightness. 

●​ a*: Represents the color's position on a green-red opponent axis. Negative a* 
values indicate green, while positive a* values indicate red. 

●​ b*: Represents the color's position on a blue-yellow opponent axis. Negative b* 
values indicate blue, while positive b* values indicate yellow.7 CIELAB is widely 
used in industries dealing with surface colors (like paints, textiles, and printing) 
and is a common Profile Connection Space (PCS) in ICC color management 
workflows. It achieves its perceptual uniformity through non-linear 
transformations of XYZ values, designed to mimic the non-linear response of the 
human visual system.7 

CIELUV (L*u*v*) 
This color space also uses the same L* coordinate for lightness as CIELAB. Its chromaticity is 
defined by u* and v* coordinates: 
●​ L* (Lightness): Same as in CIELAB. 
●​ u* and v*: These are chromaticity coordinates derived from the CIE 1976 u'v' 

Uniform Chromaticity Scale (UCS) diagram. The u'v' diagram is itself a 
transformation of the 1931 xy diagram, designed to be more perceptually 
uniform.13 An important property of the u'v' diagram (and thus CIELUV) is that 
additive mixtures of colored lights fall on a straight line in this diagram, making it 
particularly useful for applications involving emitted light, such as displays.15 

The CIE 1976 u'v' Chromaticity Diagram was developed precisely because the 1931 
xy diagram lacked perceptual uniformity. This was famously demonstrated by 
MacAdam ellipses, which represent thresholds of just noticeable color differences. 
When plotted on the xy diagram, MacAdam ellipses vary significantly in size and 
orientation, being much larger in green regions than in blue regions. On the u'v' 
diagram, these ellipses are more uniform in size and shape, indicating that distances 
on this diagram better correlate with perceived color differences.14 

Both CIELAB and CIELUV require the specification of a reference white point to be 
considered absolute color spaces.6 They can also be represented in cylindrical 
coordinates (Lightness, Chroma, Hue), known as CIELCh_ab and CIELCh_uv 
respectively.7 

The development of CIELAB and CIELUV marked a significant advancement in color 
science, moving beyond purely physical descriptions to models that more accurately 
reflect human perception. This is crucial for applications where judging or controlling 
perceived color differences is important, such as quality control in manufacturing, 



color difference formulas (ΔE∗), and sophisticated color grading operations in video. 
However, it's important to note that neither CIELAB nor CIELUV is perfectly 
perceptually uniform across the entirety of color space. For example, CIELAB's 
uniformity is known to be less ideal in the blue regions.7 The simultaneous adoption of 
two spaces (CIELAB and CIELUV) because "no clear consensus could be formed" 15 
highlights the inherent difficulty in perfectly modeling the complexities of human color 
vision. Nevertheless, they represent substantial improvements over XYZ for perceptual 
applications and remain widely used standards. The u'v' diagram, in particular, is often 
preferred over the xy diagram when visualizing chromaticity differences where 
perceptual relevance is key, such as comparing the primaries of different displays or 
assessing color shifts due to calibration. 

2.4. Device-Dependent vs. Device-Independent Color Spaces 

A fundamental classification in color science is the distinction between 
device-dependent and device-independent color spaces. This concept is critical for 
understanding and managing color consistency in video workflows that involve 
multiple devices (cameras, monitors, projectors). 

Device-Independent Color Spaces (Absolute Color Spaces): 
These spaces define colors in an unambiguous manner, based on models of human color 
perception, without reference to the characteristics of any specific physical device. Examples 
include CIE XYZ, CIE xyY, and CIELAB.6 Because they are based on the standard observer, the 
numerical values in these spaces correspond to a unique, universally understood color. They 
serve as a common reference or "absolute" framework for specifying color. 
Device-Dependent Color Spaces (Relative Color Spaces): 
In these spaces, the meaning of the color values is relative to the specific characteristics of a 
particular device or system. Most RGB color spaces (when not fully specified with primaries, 
white point, and transfer function), HSV, HSL, and YUV/YCbCr fall into this category.6 For 
example, an RGB triplet like (255, 0, 0) will produce a different perceived red color on a CRT 
monitor versus an OLED display if both are simply driven with "RGB" values without further 
specification, because their physical red primaries will differ. The same numerical values yield 
different colors on different devices. 
To make a device-dependent color space, like RGB, behave in a device-independent 
(absolute) manner, its relationship to an absolute colorimetric system must be 
precisely defined. This is typically achieved by specifying: 

1.​ The chromaticity coordinates (e.g., CIE xy) of its red, green, and blue primaries. 
2.​ The chromaticity coordinates of its white point. 
3.​ Its transfer functions (OETF/EOTF). This set of information is often encapsulated 

in a color profile, such as an ICC (International Color Consortium) profile.6 
Standardized RGB color spaces like sRGB and Adobe RGB are examples of 



device-dependent RGB models that have been made absolute through such 
comprehensive specifications.6 

The distinction is paramount for color management. When converting colors between 
different spaces, especially when one or both are device-dependent, using color 
profiles is essential to maintain the intended color appearance. Direct numerical 
conversion between two non-absolute color spaces (e.g., from one camera's native 
RGB to another's) is often meaningless without referencing a device-independent 
Profile Connection Space (PCS), such as CIE XYZ or CIELAB. The workflow typically 
involves converting from the source device's space to the PCS, and then from the PCS 
to the destination device's space, with profiles guiding each step.6 

The existence of device-independent color spaces like CIE XYZ is the linchpin of any 
effective color management system. They provide the common ground, the universal 
language, that allows color information to be translated reliably between the myriad of 
capture, processing, and display devices in a video pipeline. Without this absolute 
reference, predictable and consistent color reproduction across a heterogeneous 
production environment would be an intractable problem. Conversely, the widespread 
use of ambiguously defined device-dependent color spaces (e.g., files simply labeled 
"RGB" without an embedded profile) is a major contributor to color inconsistencies 
and errors in practical video workflows. If the specific RGB primaries, white point, and 
transfer function are not known, software must make assumptions (often defaulting to 
sRGB), which can lead to significant color shifts if the actual source color space was 
different. This underscores the critical importance of embedding or otherwise 
associating correct color profiles with all image and video assets throughout the 
production chain. 

2.5. Key Video Color Spaces and Gamuts 

Building upon the general concepts of color models and spaces, this subsection 
details specific color spaces that are pivotal in video engineering. For each, its 
defining primaries, white point, transfer characteristics, and typical applications will 
be outlined. 

2.5.1. sRGB (IEC 61966-2-1) 

sRGB is a standard RGB color space created collaboratively by HP and Microsoft in 
1996 for use on monitors, printers, and the Internet. It was later standardized by the 
International Electrotechnical Commission (IEC) as IEC 61966-2-1 in 1999.7 sRGB was 
designed to represent typical home and office viewing conditions and to provide a 



common color language for the World Wide Web.17 

Key characteristics of sRGB include: 

●​ Primaries and White Point: sRGB uses the same chromaticity coordinates for its 
red, green, and blue primaries and the same D65 white point as the Rec.709 
standard for HDTV.18 The D65 white point corresponds to average daylight with a 
correlated color temperature (CCT) of approximately 6504K. 

●​ Transfer Function (OETF/EOTF): sRGB specifies a non-linear transfer function. 
The encoding transfer function (OETF) is defined by a linear segment near black, 
followed by a power law with an exponent of approximately 1/2.4 (or an overall 
effective gamma of approximately 2.2 when considering the display EOTF). More 
precisely, the display EOTF is Vout​=Vin2.4​ for the simplified definition, but the full 
definition includes a linear segment: 
○​ If Vlinear​≤0.0031308: VsRGB​=12.92⋅Vlinear​ 
○​ If Vlinear​>0.0031308: VsRGB​=1.055⋅Vlinear(1/2.4)​−0.055 The corresponding 

EOTF (decoding) is: 
○​ If VsRGB​≤0.04045: Vlinear​=VsRGB​/12.92 
○​ If VsRGB​>0.04045: Vlinear​=((VsRGB​+0.055)/1.055)2.4 .19 

●​ Gamut: The sRGB color gamut is relatively limited compared to more modern 
color spaces like DCI-P3 or Rec.2020.17 It was designed to be achievable by 
typical CRT monitors of its era. 

sRGB is the default color space for most web browsers, consumer digital cameras (for 
JPEGs), scanners, and many operating systems.9 Its ubiquity makes it a crucial, albeit 
limited, standard. Content created in wider gamuts (e.g., DCI-P3 for cinema or HDR) 
often needs to be converted to sRGB for distribution on the web or for viewing on 
standard displays. This conversion requires careful gamut mapping to handle colors 
that are outside the sRGB gamut, aiming to preserve the visual appearance as much 
as possible, which can involve compromises in color saturation or hue. The dominance 
of sRGB as a "lowest common denominator" means that video engineers must 
frequently manage workflows that bridge from wider production gamuts to the sRGB 
delivery target. 

2.5.2. Rec. ITU-R BT.709: HDTV Standard (Primaries, White Point D65, OETF) 

Recommendation ITU-R BT.709, commonly known as Rec.709, is a standard developed 
by the International Telecommunication Union Radiocommunication Sector (ITU-R) 
that defines the parameters for High Definition Television (HDTV).21 It specifies image 
encoding, signal characteristics, picture format (typically 1920x1080 pixels with a 16:9 



aspect ratio), and frame rates.21 

The key colorimetric specifications for Rec.709 are 11: 

●​ Red Primary: CIE 1931 xy (0.640, 0.330) 
●​ Green Primary: CIE 1931 xy (0.300, 0.600) 
●​ Blue Primary: CIE 1931 xy (0.150, 0.060) 
●​ White Point: D65 (CIE 1931 xy: 0.3127, 0.3290) 24 

The Opto-Electronic Transfer Function (OETF) for Rec.709, which converts linear scene light 
(L) into a non-linear video signal (V), is defined by a two-part piecewise function 11: 
V=4.5⋅Lfor 0≤L<0.018 
V=1.099⋅L0.45−0.099for 0.018≤L≤1 
This OETF is designed to efficiently encode the video signal, taking into account the 
characteristics of display devices and human perception. The exponent of 0.45 is 
approximately 1/2.2. The linear segment for small L values (near black) helps to mitigate noise 
amplification in dark regions of the image, which would be an issue with a pure power-law 
function that has an infinite slope at zero.21 This choice reflects practical engineering 
considerations for early digital imaging systems. 
While the Rec.709 standard defines the OETF for the camera, it does not explicitly 
specify the corresponding Electro-Optical Transfer Function (EOTF) for the display. 
However, Recommendation ITU-R BT.1886 is now commonly accepted as the reference 
EOTF for Rec.709 displays, specifying a gamma of 2.4 for a reference flat-panel 
display in a dim viewing environment.19 The historical lack of a standardized EOTF in 
Rec.709 itself led to some variability in display characteristics, with many displays 
approximating a gamma of 2.2. This discrepancy emphasizes the critical need for 
display calibration to a common standard like BT.1886 to ensure consistent image 
reproduction. 

The Rec.709 color gamut is identical to sRGB and is smaller than those of DCI-P3 and 
Rec.2020.9 It has been the workhorse standard for HD broadcast and Blu-ray 
production for many years. 

2.5.3. DCI-P3: Digital Cinema Standard (Primaries, White Point, Gamma, Display 
P3 variant) 

DCI-P3 is a color space specified by the Digital Cinema Initiatives (DCI), LLC, primarily 
for digital theatrical projection.17 It offers a wider color gamut than Rec.709/sRGB, 
particularly in the green and red regions, covering approximately 45.5% of the CIE 
1931 chromaticity diagram. Compared to sRGB, DCI-P3 is about 26% larger in terms of 
color volume.7 



There are two main variants of P3 relevant to video engineers: 

1.​ DCI-P3 (Theatrical): This is the standard used for digital cinema projection. 
○​ Primaries (CIE 1931 xy): Red (0.680, 0.320), Green (0.265, 0.690), Blue 

(0.150, 0.060).29 

○​ White Point: A specific "greenish" white point with a Correlated Color 
Temperature (CCT) of approximately 6300K (CIE xy: 0.314, 0.351). This white 
point is not a standard CIE illuminant like D65 and was chosen to optimize 
light output with the xenon arc lamp projectors commonly used in theaters.29 

○​ Gamma (EOTF): A pure power-law gamma of 2.6.29 

○​ Nominal White Luminance: 48 cd/m² (candelas per square meter), 
equivalent to 14 foot-lamberts (ft-L), in a darkened theater environment.29 

2.​ Display P3: This variant was developed by Apple Inc. and is increasingly common 
in consumer electronics, including monitors, laptops, and mobile devices.29 

○​ Primaries: Uses the same DCI-P3 red, green, and blue primaries as the 
theatrical version.29 

○​ White Point: Uses the D65 white point (CIE xy: 0.3127, 0.3290; CCT ~6504K), 
aligning it with sRGB and Rec.709 for consistency in typical viewing 
environments.18 

○​ Gamma (EOTF): Uses the sRGB transfer curve (the same piecewise function 
as sRGB, approximately equivalent to a display gamma of 2.2).18 

The existence of these two P3 variants (theatrical DCI-P3 with its unique white point 
and 2.6 gamma, and Display P3 with D65 white point and sRGB/2.2 gamma) 
necessitates careful color management. Content mastered for the DCI-P3 theatrical 
environment will look different if displayed directly on a Display P3 monitor without 
appropriate color space and tone curve transformations, and vice-versa. 

DCI-P3 has gained traction beyond cinema, becoming a common mastering target for 
HDR content intended for high-end consumer displays and streaming services.9 Its 
gamut offers a noticeable improvement in color richness over Rec.709/sRGB and is 
largely achievable by current premium display technologies. The UHD Alliance, for 
instance, requires displays to cover at least 90% of the DCI-P3 color space to receive 
Ultra HD Premium certification.29 This makes DCI-P3 a practical and significant step 
up in color quality for both professional production and consumer experience. 

2.5.4. Rec. ITU-R BT.2020: UHDTV Standard (Wider Gamut, Primaries, White Point 
D65) 

Recommendation ITU-R BT.2020, often referred to as Rec.2020, is the ITU standard 
for Ultra High Definition Television (UHDTV), covering both 4K (3840x2160) and 8K 



(7680x4320) resolutions.23 Its most notable feature is a significantly wider color gamut 
compared to Rec.709 and DCI-P3. The Rec.2020 gamut covers approximately 75.8% 
of the colors visible to the human eye as defined by the CIE 1931 chromaticity 
diagram.9 

The colorimetric specifications for Rec.2020 are 31: 

●​ Red Primary: CIE 1931 xy (0.708, 0.292) 
●​ Green Primary: CIE 1931 xy (0.170, 0.797) 
●​ Blue Primary: CIE 1931 xy (0.131, 0.046) 
●​ White Point: D65 (CIE 1931 xy: 0.3127, 0.3290) 

Rec.2020 also specifies higher bit depths of 10 bits or 12 bits per sample, and 
supports higher frame rates up to 120 progressive frames per second (120p).23 

For Standard Dynamic Range (SDR) content, the OETF specified for Rec.2020 is the 
same as that for Rec.709 (the piecewise function detailed in Section 2.5.2).19 For High 
Dynamic Range (HDR) content, Recommendation ITU-R BT.2100 (Rec.2100) utilizes 
the Rec.2020 color primaries but specifies different transfer functions: Perceptual 
Quantizer (PQ) or Hybrid Log-Gamma (HLG) (these are discussed in Section 6).19 

The Rec.2020 color gamut is ambitious, and its primaries are highly saturated, making 
them challenging for current consumer display technologies to reproduce fully. While 
many modern UHD displays are marketed as "Rec.2020 compatible" or claim a certain 
percentage of Rec.2020 coverage, they often display a gamut closer to DCI-P3 that is 
then mapped within the larger Rec.2020 "container" or signal format. Full, native 
Rec.2020 gamut reproduction remains a target for future display advancements. 
Despite this, Rec.2020 serves as an important "envelope" or "container" color space 
for UHD and HDR content. Encoding content within the Rec.2020 framework, even if 
mastered to a smaller gamut like DCI-P3, ensures that the signal can carry wider color 
information and supports future compatibility as display capabilities improve.32 This 
forward-looking aspect is crucial for the longevity of UHD content. The transformation 
from BT.2020 primaries into specific HDR encoding schemes like ICtCp (used with PQ) 
involves complex matrix operations to optimize color representation for the wide 
gamut and high dynamic range.33 

The following table summarizes the key characteristics of these video color spaces: 

Table 1: Comparison of Key Video Color Space Standards 



Feature sRGB (IEC 
61966-2-1) 

Rec. ITU-R 
BT.709 

DCI-P3 
(Theatrical) 

Display P3 Rec. ITU-R 
BT.2020 

Red Primary 
(xy) 

(0.640, 
0.330) 

(0.640, 
0.330) 

(0.680, 
0.320) 

(0.680, 
0.320) 

(0.708, 
0.292) 

Green 
Primary (xy) 

(0.300, 
0.600) 

(0.300, 
0.600) 

(0.265, 
0.690) 

(0.265, 
0.690) 

(0.170, 
0.797) 

Blue 
Primary (xy) 

(0.150, 
0.060) 

(0.150, 
0.060) 

(0.150, 
0.060) 

(0.150, 
0.060) 

(0.131, 
0.046) 

White Point 
(xy) 

(0.3127, 
0.3290) 

(0.3127, 
0.3290) 

(0.314, 
0.351) 

(0.3127, 
0.3290) 

(0.3127, 
0.3290) 

White Point 
CCT 

D65 
(~6504K) 

D65 
(~6504K) 

~6300K D65 
(~6504K) 

D65 
(~6504K) 

Transfer 
Function 

sRGB 
OETF/EOTF 
(approx. 2.2 
gamma) 

Rec.709 
OETF 
(approx. 
1/2.2), 
Display EOTF 
often 
BT.1886 (2.4 
gamma) 

2.6 gamma 
EOTF 

sRGB EOTF 
(approx. 2.2 
gamma) 

Rec.709/Rec.
2020 SDR 
OETF, 
PQ/HLG for 
HDR 
(Rec.2100) 

Typical Bit 
Depth 

8-bit 8-bit (SDR), 
10-bit 

12-bit (for 
DCP) 

8-bit, 10-bit 10-bit, 12-bit 

Typical 
Application 

Web, 
consumer 
monitors, 
older video 

HDTV 
broadcast, 
Blu-ray 
(SDR) 

Digital 
Cinema 
Projection 

Apple 
devices, 
consumer 
HDR displays 

UHDTV, HDR 
broadcast, 
Blu-ray UHD 

Gamut vs 
CIE 1931 

Smaller Smaller 
(same as 
sRGB) 

Medium 
(larger than 
Rec.709) 

Medium 
(same as 
DCI-P3 
primaries) 

Large 
(significantly 
larger than 
DCI-P3) 

Data compiled from 11 



2.6. Color Temperature and White Balance 

Color temperature and white balance are critical concepts for ensuring accurate and 
consistent color reproduction in video, from capture through to display. They relate to 
how the "whiteness" of light is perceived and rendered. 

2.6.1. The Kelvin Scale and Black Body Radiators 

Color temperature is a characteristic used to describe the color appearance of a 
light source. It is defined by comparing the color of the light source to the color of 
light emitted by a theoretical black-body radiator when heated to a specific physical 
temperature. This temperature is measured in units of Kelvin (K).25 

A black-body radiator is an idealized object that absorbs all incident electromagnetic 
radiation and, when heated, emits a continuous spectrum of light solely determined by 
its temperature.25 As a black body is heated, the color of the light it emits changes 
predictably: at lower temperatures, it glows red, then orange, yellow, white, and finally 
bluish-white at very high temperatures.25 The spectral power distribution of this 
emitted light is described by Planck's Law.34 

Counterintuitively to common associations (where red often implies "hot" and blue 
"cold"), on the Kelvin scale: 

●​ Lower Kelvin values correspond to "warmer" light, which appears more orange 
or yellow (e.g., candlelight is around 1500-2000K, a tungsten lamp around 
3200K).34 

●​ Higher Kelvin values correspond to "cooler" light, which appears more bluish 
(e.g., average daylight is around 5500-6500K, an overcast sky can be 7000K or 
higher, and a clear blue sky can be 10000-12000K or more).34 

The concept of color temperature and the locus of black-body radiator colors (the 
Planckian locus on the CIE chromaticity diagram, see Section 2.3.2) provide a 
standardized one-dimensional scale for describing the color of many common light 
sources, particularly those that are close to being white. This is fundamental for 
defining standard illuminants and for the process of white balancing in cameras. 

2.6.2. Standard Illuminants (D65, D50, etc.) and their CIE Coordinates 

To facilitate consistent color measurement and reproduction, the CIE has defined a 
set of standard illuminants. These are specific, tabulated spectral power 
distributions (SPDs) that serve as references, representing the light under which 
colors are to be viewed or measured. Each standard illuminant has defined 



chromaticity coordinates on the CIE diagram. 

Key standard illuminants include: 

●​ CIE Illuminant D65: This is arguably the most important standard illuminant in 
video. It is intended to represent average daylight, including UV radiation, and has 
a Correlated Color Temperature (CCT) of approximately 6504K. D65 is the 
standard white point for numerous video and imaging standards, including sRGB, 
Rec.709, Rec.2020, and Display P3.21 Its CIE 1931 2° chromaticity coordinates are 
x=0.3127,y=0.3290 (often truncated from x=0.31272,y=0.32903).21 

●​ CIE Illuminant D50: This illuminant represents daylight with a CCT of 
approximately 5003K, often described as "horizon light." It is widely used as a 
standard viewing condition in the graphic arts and printing industries.24 Its CIE 
1931 2° coordinates are x=0.34567,y=0.35850. 

●​ Other D-Series Illuminants: The D-series includes other phases of daylight, 
such as D55 (CCT ~5503K, mid-morning/mid-afternoon daylight) and D75 (CCT 
~7504K, north sky daylight).24 

●​ CIE Standard Illuminant A: Represents light from a full radiator heated to 
approximately 2856K, intended to simulate typical incandescent or tungsten 
lighting.24 Its CIE 1931 2° coordinates are x=0.44758,y=0.40745. 

●​ CIE Standard Illuminant E: An equal-energy illuminant, where the SPD is 
constant across all wavelengths. It has a CCT of approximately 5454K and CIE 
1931 2° coordinates of x=0.33333,y=0.33333.24 

●​ F-Series Illuminants: Represent various types of fluorescent lighting, with 
different SPDs and CCTs (e.g., F2 for cool white fluorescent, F7 as a D65 simulator, 
F11 for Ultralume 40).24 

The standardization of illuminants, particularly D65 for video, is absolutely critical for 
achieving color consistency across the entire video production and consumption 
chain. When cameras are white-balanced to D65, editing monitors are calibrated to 
D65, and consumer displays target D65 as their white point, the colors intended by 
the content creator are much more likely to be faithfully reproduced for the end 
viewer. This common reference point for "white" is essential for interoperability and 
predictable color appearance. 

The following table lists key standard illuminants and their characteristics: 

Table 2: Key Standard Illuminants and their CIE 1931 2° Chromaticity Coordinates and 
CCTs 



Illuminant 
Name 

x (CIE 1931 2°) y (CIE 1931 2°) CCT (K) Common Use / 
Note 

A 0.44758 0.40745 2856 Incandescent / 
Tungsten 

D50 0.34567 0.35850 5003 Horizon light, 
Graphic Arts, 
ICC Profile PCS 

D55 0.33242 0.34743 5503 Mid-morning / 
mid-afternoon 
daylight 

D65 0.31272 0.32903 6504 Noon daylight: 
HDTV 
(Rec.709), 
sRGB, UHDTV 
(Rec.2020) 

D75 0.29902 0.31485 7504 North sky 
daylight 

E 0.33333 0.33333 5454 Equal energy 
(theoretical 
reference) 

F2 0.37208 0.37529 4230 Cool White 
Fluorescent 

F7 0.31292 0.32933 6500 D65 simulator, 
Daylight 
Fluorescent 
Simulator 

F11 0.38052 0.37713 4000 Philips TL84, 
Ultralume 40 
(Narrowband 
Fluorescent) 

Data primarily from 24 



2.6.3. White Balance in Digital Cameras 

White balance (WB) is a crucial camera setting that adjusts how the camera 
interprets colors under different lighting conditions. Its primary goal is to render 
objects that appear white to the human eye as white in the captured image, thereby 
ensuring that all other colors in the scene are also represented accurately.34 The 
human visual system has a remarkable ability called "chromatic adaptation," which 
allows us to perceive the color of objects consistently despite wide variations in the 
color temperature of the illuminating light source. Digital cameras attempt to replicate 
this through white balance adjustments. 

The process involves the camera's image processor adjusting its relative sensitivity to 
red, green, and blue light to compensate for the color cast of the ambient light 
source. By telling the camera what color temperature should be considered "neutral 
white," it can then correctly render the rest of the colors in the scene.34 For example, 
under tungsten lighting (low Kelvin temperature, ~3200K), which has a 
yellowish-orange hue, a correct white balance setting will reduce the camera's 
sensitivity to red/yellow and boost blue to neutralize this cast. Conversely, under 
shady outdoor conditions (high Kelvin temperature, ~7000K+), which have a bluish 
hue, the camera will reduce blue sensitivity and boost red/yellow. 

Digital cameras typically offer several methods for setting white balance: 

●​ Auto White Balance (AWB): The camera analyzes the scene and attempts to 
automatically determine the appropriate white balance setting. Modern AWB 
algorithms are quite sophisticated and often work well in common lighting 
conditions, but they can be fooled by scenes with a dominant color or in mixed 
lighting situations.35 

●​ Presets: Most cameras provide a selection of preset white balance values 
corresponding to common light sources, such as "Daylight" (~5500K), "Cloudy" 
(~6500K), "Shade" (~7500K), "Tungsten" (~3200K), "Fluorescent" (various types, 
often around 4000-5000K).34 Selecting the preset that most closely matches the 
dominant light source can provide good results. 

●​ Manual Kelvin (K) Setting: Many professional and enthusiast cameras allow the 
user to directly dial in a specific Kelvin temperature value. This provides precise 
control when the color temperature of the lighting is known (e.g., from a light 
meter or manufacturer specifications for studio lights).34 

●​ Custom White Balance (Preset White Balance): This is often the most accurate 
method, especially in complex or mixed lighting. It involves photographing a 
neutral white or 18% gray reference card under the exact lighting conditions of 
the scene. The camera then uses this reference image to calculate the necessary 



color adjustments to render that reference as perfectly neutral.34 

Correct white balance is particularly critical for achieving natural and accurate skin 
tones.34 While white balance can be adjusted in post-production (especially if 
shooting in RAW format), getting it right in-camera saves significant time and effort 
later and generally leads to higher quality results, as large corrections in post can 
sometimes introduce artifacts or noise. 

It's also worth noting that while the primary goal of white balance is color accuracy, it 
can also be used creatively. Intentionally setting a "wrong" white balance can imbue 
an image with a specific mood; for example, using a higher Kelvin setting than the 
ambient light will make the image appear warmer (more orange/yellow), while using a 
lower Kelvin setting will make it appear cooler (more blue).34 

In professional video production, especially for multi-camera shoots or scenes filmed 
at different times or locations, achieving consistent white balance is paramount. 
Relying on AWB can lead to subtle or even significant shifts in color from shot to shot, 
creating a jarring experience for the viewer and complicating the color grading 
process. Therefore, using manual Kelvin settings or performing a custom white 
balance with a reference card for each new lighting setup is standard best practice. 
This ensures that all footage has a common, accurate color baseline, greatly 
simplifying color matching and grading in post-production. 

Section 3: Digital Representation of Color 
The continuous spectrum of light and color perceived by the human eye must be 
converted into a discrete, digital format for storage, processing, and transmission in 
video systems. This section explores two key aspects of this digital representation: 
color depth (bit depth) and chroma subsampling, and their profound impact on video 
quality and fidelity. 

3.1. Color Depth (Bit Depth): 8-bit, 10-bit, 12-bit 

Color depth, also referred to as bit depth, quantifies the number of distinct shades or 
intensity levels that can be represented for each of the primary color channels 
(typically Red, Green, and Blue) in a digital image or video frame.10 The more bits 
allocated per channel, the greater the number of discrete steps available to describe 
variations in color and tone, leading to smoother gradations and more accurate color 
reproduction. 

3.1.1. Shades per Channel and Total Colors 



The number of shades per channel is determined by 2n, where n is the number of bits. 
The total number of unique colors that can be represented is the product of the 
shades available for each of the three color channels (assuming an RGB system). 

●​ 8-bit Color Depth: 
○​ Shades per channel: 28=256 
○​ Total possible colors: 256×256×256=16,777,216 (approximately 16.7 million 

colors) 4 8-bit has long been the standard for SDR video, consumer displays, 
and formats like JPEG and standard Blu-ray. 

●​ 10-bit Color Depth: 
○​ Shades per channel: 210=1024 
○​ Total possible colors: 1024×1024×1024=1,073,741,824 (approximately 1.07 

billion colors) 4 10-bit color depth offers four times the number of shades per 
channel compared to 8-bit, resulting in significantly finer gradations. It is 
becoming increasingly standard in professional video production, HDR 
content, and high-quality displays. 

●​ 12-bit Color Depth: 
○​ Shades per channel: 212=4096 
○​ Total possible colors: 4096×4096×4096=68,719,476,736 (approximately 68.7 

billion colors) 4 12-bit color depth provides even greater precision and is often 
used in high-end digital cinema cameras, RAW recording formats, and for 
mastering HDR content where maximum fidelity is required. 

The following table provides a comparative summary: 

Table 3: Color Depth Comparison 

Bit Depth Shades per 
R/G/B Channel 

Total Possible 
Colors 

Typical Use 
Cases/Pros 

Cons 

8-bit 256 ~16.7 Million SDR video, web 
content, JPEGs, 
standard 
Blu-ray. Smaller 
file sizes. 

Prone to color 
banding, limited 
grading 
flexibility, 
especially with 
Log. 

10-bit 1024 ~1.07 Billion Professional 
video, HDR 
(HDR10), UHD 
Blu-ray, Log 
capture. 

Larger file sizes 
(~30-50% > 
8-bit), more 
processing 



Smoother 
gradients, better 
grading. 

power needed. 

12-bit 4096 ~68.7 Billion High-end 
cinema 
cameras, RAW 
capture, Dolby 
Vision HDR. 
Maximum color 
fidelity and 
grading latitude. 

Very large file 
sizes, 
demanding 
processing 
requirements. 

Data compiled from 4 

While 16.7 million colors in an 8-bit system might seem substantial, the distribution of 
these discrete values across the entire dynamic and color range can be insufficient 
for representing subtle tonal variations. This limitation becomes particularly apparent 
in areas of smooth gradients, such as clear skies, sunsets, or out-of-focus 
backgrounds, where the discrete steps between color values can become visible as 
distinct bands. The fourfold increase in shades per channel from 8-bit to 10-bit (from 
256 to 1024) provides significantly finer quantization steps. This increase is 
perceptually more impactful than the raw numbers might suggest, allowing for 
transitions that appear continuous to the human eye, which is critical for high-quality 
imagery, especially on larger displays or with the expanded range of HDR content. 

3.1.2. Impact on Color Banding and Grading Flexibility 

The most immediate and noticeable benefit of higher color depth is the reduction or 
elimination of color banding (also known as posterization or contouring). Banding 
artifacts occur when there are insufficient discrete color or luminance levels to 
smoothly represent a gradual transition, resulting in visible steps or "strips" of color 
instead of a continuous gradient.36 This is a common issue in 8-bit video, particularly 
in scenes with large areas of subtle tonal change. 10-bit and 12-bit video, with their 
vastly increased number of shades per channel, can render these gradients much 
more smoothly, leading to a more natural and artifact-free image. 

Beyond aesthetic improvements, higher bit depth offers significantly enhanced 
flexibility in color correction and grading.36 When color and exposure adjustments 
are made in post-production, the original color values are mathematically 
manipulated. If the source footage has a low bit depth (e.g., 8-bit), these 



manipulations can easily cause the discrete color values to be pushed apart, revealing 
the quantization steps and leading to banding or other artifacts. With more color 
information available in 10-bit or 12-bit footage, adjustments to exposure, contrast, 
saturation, and hue can be made more aggressively and precisely without the image 
"breaking apart" or posterizing.36 

This increased latitude is especially crucial when working with Log footage (see 
Section 7). Log profiles compress a wide dynamic range from the camera sensor into 
a limited signal range suitable for recording. During color grading, this compressed 
Log signal is "stretched out" to map to a display-referred color space (like Rec.709 or 
an HDR standard). If the Log footage is only 8-bit, the limited number of discrete 
values becomes severely insufficient to represent the expanded range without 
introducing significant banding and other artifacts. For this reason, recording Log 
footage in at least 10-bit is considered essential for professional results.36 Similarly, 
High Dynamic Range (HDR) production intrinsically requires higher bit depths 
(typically 10-bit or 12-bit) to accurately represent its expanded range of luminance 
and color without visible quantization errors.36 

The advantages of higher bit depth do come with trade-offs. Higher bit depth files are 
significantly larger; for example, a 10-bit video file can be 30-50% larger than its 8-bit 
equivalent for the same resolution and frame rate.36 Processing and editing high bit 
depth footage also demand more computing power and can strain storage resources. 
Furthermore, many consumer-grade monitors are still limited to 8-bit display 
capabilities, although 10-bit capable displays are becoming more common, especially 
those supporting HDR.36 These practical considerations often shape workflow 
decisions, such as the use of lower bit-depth proxy files for editing, with the final 
color grading and rendering performed on the original high bit-depth master files. 
Despite these costs, the quality benefits, particularly the avoidance of banding and 
the enhanced grading flexibility, make 10-bit and 12-bit capture a necessity for 
professional video production, especially in the context of Log workflows and HDR 
delivery. 

3.2. Chroma Subsampling: 4:4:4, 4:2:2, 4:2:0 

Chroma subsampling is a type of compression that reduces the color information in a 
video signal to decrease data rates and file sizes, while attempting to maintain 
perceived image quality. It is a fundamental technique used in most digital video 
codecs. 

3.2.1. YCbCr Color Model Basis 



Chroma subsampling is almost universally applied in the YCbCr color model (or its 
analog predecessor, YUV).10 As detailed in Section 2.2.2, YCbCr separates the video 
signal into: 

●​ Y' (Luma): Represents the brightness or luminance component of the image 
(gamma-corrected). 

●​ Cb (Blue-difference chroma): Represents the difference between the blue 
component and the luma component (B′−Y′). 

●​ Cr (Red-difference chroma): Represents the difference between the red 
component and the luma component (R′−Y′). 10 

This separation is key because the human visual system is significantly less sensitive 
to spatial detail in color (chrominance) than it is to detail in brightness (luminance).11 
Chroma subsampling exploits this physiological characteristic by encoding the Cb and 
Cr components at a lower spatial resolution than the Y' component. The full-resolution 
luma signal is always retained, preserving the perceived sharpness and detail of the 
image, while the reduced-resolution chroma signals provide the color information with 
less data.10 This technique is a fundamental enabler of efficient digital video 
transmission and storage, working alongside bit depth reduction and codec-specific 
compression algorithms to manage data rates. Its effectiveness is entirely predicated 
on this specific characteristic of human vision; without it, chroma subsampling would 
lead to far more noticeable degradation in image quality. 

3.2.2. Technical Explanation of Sampling Schemes 

Chroma subsampling schemes are commonly denoted using a three-part ratio, J:a:b 
(e.g., 4:4:4, 4:2:2, 4:2:0). This notation describes how the Cb and Cr chroma samples 
are sampled relative to the Y' luma samples, typically within a conceptual region of 
pixels. 

●​ J: The first digit (historically '4') refers to the horizontal sampling reference for 
luma, indicating a block of J pixels wide (e.g., 4 pixels). 

●​ a: The second digit indicates the number of Cb and Cr samples in the first (or top) 
row of J luma pixels. 

●​ b: The third digit indicates the number of Cb and Cr samples in the second row of 
J luma pixels (if the scheme considers a second row, as in 4:2:0). 

The most common schemes are: 

●​ 4:4:4: 
○​ This indicates no chroma subsampling. 
○​ For every 4 luma samples in a row, there are 4 Cb samples and 4 Cr samples. 



○​ Each pixel in the image has its own unique Y', Cb, and Cr values. All color 
information is preserved at full resolution. 10 

●​ 4:2:2: 
○​ This scheme involves horizontal subsampling of chroma by a factor of 2. 
○​ For every 4 luma samples in a row, there are 2 Cb samples and 2 Cr samples. 

Effectively, each pair of horizontally adjacent pixels shares the same Cb and 
Cr values. 

○​ Vertical chroma resolution is maintained at full. 
○​ This means it retains 50% of the chroma information compared to 4:4:4. 10 

●​ 4:2:0: 
○​ This scheme involves horizontal and vertical subsampling of chroma by a 

factor of 2. 
○​ The sampling is typically considered over a 4x2 block of luma pixels. Within 

this 8-pixel block, there are only 2 Cb samples and 2 Cr samples. 
○​ The '0' in 4:2:0 indicates that the second row of chroma samples effectively 

has zero new samples; instead, the chroma values from the first row are often 
considered to apply to the pixels in the second row of that 2x2 chroma 
sampling block. Thus, a 2x2 block of pixels shares a single Cb value and a 
single Cr value. 

○​ This results in retaining only 25% of the chroma information compared to 
4:4:4. 10 The aggressive compression in 4:2:0, particularly the vertical 
averaging (or copying) of chroma information, is key to its efficiency. For a 2x2 
group of pixels, all four share the same Cb and Cr values, leading to a 75% 
reduction in chroma data compared to 4:4:4. 

The following table illustrates these schemes: 

Table 4: Chroma Subsampling Schemes Explained 

Scheme Luma 
Samples 
(Y') (in a 
conceptual 
4x2 pixel 
block) 

Chroma 
Samples 
(Cb, Cr) (for 
the same 
block) 

Horizontal 
Chroma 
Resolution 
vs Luma 

Vertical 
Chroma 
Resolution 
vs Luma 

% Chroma 
Data 
Retained 
(vs 4:4:4) 

4:4:4 8 (every 
pixel) 

8 Cb, 8 Cr 
(every pixel 
unique) 

Full Full 100% 



4:2:2 8 (every 
pixel) 

4 Cb, 4 Cr 
(shared by 
horizontal 
pairs) 

Half Full 50% 

4:2:0 8 (every 
pixel) 

2 Cb, 2 Cr 
(shared by 
2x2 blocks) 

Half Half 25% 

Data compiled from interpretation of 10 

3.2.3. Trade-offs: Image Quality vs. Data Rate 

The choice of chroma subsampling scheme involves a direct trade-off between image 
quality (specifically color fidelity and resolution) and data rate/file size. 

●​ 4:4:4: Offers the highest image quality as no color information is discarded. This 
is crucial for applications requiring maximum color precision, such as high-end 
visual effects, green screen/blue screen keying (chroma keying), and displaying 
fine, colored text or graphics on computer monitors.11 However, it results in the 
largest file sizes and highest data rates. 

●​ 4:2:2: Provides a good compromise between quality and data reduction. It is 
often considered a professional standard for video acquisition and 
post-production where some compression is acceptable but high quality is still 
needed (e.g., broadcast contribution, high-quality mezzanine codecs).11 The loss 
of horizontal color resolution is often not very perceptible in typical motion video 
content. 

●​ 4:2:0: Achieves the most significant data reduction, making it the standard for 
most video delivery and distribution formats, including broadcast television, 
streaming services (like Netflix), DVD, and Blu-ray.10 For most general viewing of 
naturalistic video content, especially at higher resolutions like 4K, the loss of color 
detail in 4:2:0 is often considered practically invisible or acceptable.11 However, 
artifacts can become noticeable in specific situations, such as: 
○​ Fine, high-contrast colored details or text: Small red text on a blue 

background, for example, can appear blurry or exhibit color bleeding.11 

○​ Sharp edges between saturated colors: These can appear softer or exhibit 
slight color fringing. 

○​ Chroma keying: Attempting to key footage captured in 4:2:0 can be 
problematic due to the reduced color resolution around edges, leading to less 
clean keys.37 



The choice of chroma subsampling for acquisition has a lasting impact on 
post-production capabilities. Color information discarded at the capture stage cannot 
be perfectly recovered later, even if the footage is transcoded to a format with less or 
no subsampling (e.g., converting 4:2:0 to 4:4:4 will not restore the lost chroma 
resolution).39 This can permanently limit the quality achievable in tasks like precise 
color grading, tracking, or compositing. Therefore, for professional workflows where 
significant color manipulation is anticipated, capturing in 4:2:2 or ideally 4:4:4 is highly 
recommended. 

Interestingly, the increasing prevalence of 4K and 8K resolutions can somewhat 
mitigate the perceived impact of 4:2:0 subsampling for end-user viewing. Although 
the ratio of chroma to luma samples remains the same, the absolute density of 
chroma samples per unit of visual angle increases with higher image resolution. This 
means that individual color errors or blocks are smaller relative to the overall image 
and may be less apparent at typical viewing distances.11 Nevertheless, for critical 
production tasks, higher chroma fidelity at capture remains crucial. 

3.3. Video Codecs and Color Fidelity 

Video codecs (coder-decoders) are essential for compressing video data to 
manageable sizes for storage and transmission. However, the compression process, 
especially with lossy codecs, can impact color fidelity and integrity. 

3.3.1. Lossy Compression Impact on Color 

Most video codecs used in practice are lossy, meaning that the video data is 
compressed by permanently discarding some information deemed less perceptually 
important. When the video is decoded, it is an approximation of the original, not an 
exact replica.40 The degree of information loss, and thus the impact on quality, 
depends on the specific codec, its settings (particularly bitrate), and the complexity of 
the video content.40 Generally, higher compression ratios (resulting in smaller file 
sizes) lead to more significant loss of detail and fidelity, including color information. 

Lossy compression can introduce various compression artifacts that specifically 
affect color: 

●​ Color Banding / Posterization: As discussed in the context of bit depth, 
aggressive quantization (a core part of lossy compression where fine gradations 
are mapped to fewer discrete levels) can cause smooth color or luminance 
gradients to break down into visible bands or blocks of flat color.39 This is due to a 
reduction in the effective number of representable color shades. 



●​ Color Bleeding / Smearing: Colors from one area of the image can appear to 
"spill" or "smear" into adjacent areas, particularly along strong edges or in areas 
of high-frequency detail that are difficult for the codec to represent efficiently. 

●​ Loss of Color Saturation or Shift in Hues: Subtle color variations and delicate 
shades can be lost or altered during compression. Highly saturated colors might 
become muted, or hues can shift slightly from their original values. 

●​ Macroblocking: Many codecs divide frames into blocks (macroblocks) for 
processing. At low bitrates or with complex content, the boundaries of these 
blocks can become visible, and color/luminance discontinuities can appear 
between them. This can disrupt the smooth appearance of colored surfaces.39 

●​ Color Edging / Ringing: Spurious or incorrect colors can appear along the edges 
of objects, especially high-contrast edges.40 Ringing artifacts, which are 
oscillations near sharp transitions, can manifest as colored fringes. 

●​ Mosquito Noise: This temporal artifact often appears as a shimmering or boiling 
texture around edges, which can involve rapid fluctuations in pixel colors, thereby 
affecting perceived color stability.40 

Once these artifacts are introduced into the compressed video, they are often difficult 
or impossible to remove completely in post-production. Furthermore, because many 
video compression schemes use inter-frame prediction (where a frame is encoded 
based on differences from previous or future frames), artifacts in one frame can 
propagate and affect subsequent frames, potentially lingering on screen.40 This 
underscores that the initial choice of capture codec and its settings has a critical and 
often irreversible impact on the color information available for the entire 
post-production pipeline. 

3.3.2. How Bit Depth, Chroma Subsampling, and Codec Choice Affect Color 
Quality 

Bit depth, chroma subsampling, and the specific compression techniques employed 
by a video codec collectively determine the final color quality and the resulting data 
rate of a video file. These factors are deeply intertwined. 

●​ Capture Codecs: When recording original footage (acquisition), the primary goal 
is to preserve as much image information, including color detail and dynamic 
range, as possible. This provides maximum flexibility for post-production 
processes like color correction, visual effects, and mastering. Therefore, preferred 
capture codecs typically feature: 
○​ High Bit Depth: 10-bit or 12-bit to avoid banding and provide smooth tonal 

gradations.37 

○​ Low Chroma Subsampling: 4:4:4 (ideal for VFX and keying) or 4:2:2 (a 



common professional standard) to retain maximum color resolution.37 

○​ Compression Type: Often intraframe (All-I) compression, where each frame 
is compressed independently. This results in larger files but is less 
computationally intensive to decode and offers better quality at each frame 
for editing and grading. If interframe (Long-GOP) compression is used for 
capture, it is usually at very high bitrates to minimize quality loss. Examples of 
high-quality capture codecs include Apple ProRes (4444, 422 HQ), Avid 
DNxHR (HQX), and various camera-native RAW formats or lightly compressed 
Log encodings.37 

●​ Intermediate (Mezzanine) Codecs: During post-production, footage may be 
transcoded to an intermediate or mezzanine codec. These are typically chosen to 
be "visually lossless" or to maintain the quality of the capture format while 
potentially offering better editing performance or compatibility across different 
software. They often share characteristics with high-quality capture codecs (e.g., 
10-bit, 4:2:2 or 4:4:4, intraframe). 

●​ Delivery Codecs: For final distribution to end-users (e.g., streaming, broadcast, 
Blu-ray), the priority shifts towards achieving the best possible visual quality at a 
manageable file size and data rate for the target platform. Delivery codecs often 
employ: 
○​ Lower Bit Depth: 8-bit for SDR delivery is common, though 10-bit is standard 

for HDR delivery (e.g., HDR10).37 

○​ More Aggressive Chroma Subsampling: 4:2:0 is very common for delivery 
to reduce data significantly.37 

○​ Efficient Interframe (Long-GOP) Compression: Codecs like H.264 (AVC) 
and H.265 (HEVC) are widely used due to their high compression efficiency. 
These codecs analyze multiple frames (a Group of Pictures, or GOP) to find 
temporal redundancies, allowing for substantial data reduction.37 

The choice of codec is particularly critical when shooting in Log profiles. Log 
encoding (see Section 7) compresses a wide dynamic range into the signal. This 
means that subtle gradations in the original scene are represented by very small 
differences in code values in the Log-encoded file. If such footage is then recorded 
with a codec that has low bit depth or aggressive compression, these subtle 
differences can be lost or quantized too coarsely, leading to severe banding and other 
artifacts when the image is "stretched out" during color grading.38 Thus, Log 
workflows inherently demand higher-quality capture codecs. 

There is an inherent tension in codec selection throughout the video pipeline: the 
desire for maximum color fidelity (high bit depth, minimal subsampling, low 



compression) for creative control and archival quality clashes with the practical 
necessities of manageable data rates, storage costs, transmission bandwidth, and 
processing power.37 This tension dictates the common practice of using high-quality, 
data-rich formats for capture and mastering, and then transcoding to more heavily 
compressed formats for final delivery. The "best" codec is always context-dependent, 
varying with the stage of production and the intended use of the video. 

Advancements in codec technology, such as the development of HEVC (H.265) and 
newer codecs like AV1 and VVC, aim to improve compression efficiency. This means 
they can deliver better visual quality (including support for higher bit depths, wider 
color gamuts, and HDR) at bitrates comparable to or lower than older codecs like 
H.264. These ongoing improvements are crucial for making high-quality color 
experiences, including HDR and WCG, more practical and accessible for widespread 
delivery. 

Section 4: Exposure and Dynamic Range 
Properly managing exposure is fundamental to capturing high-quality video. Exposure 
determines the overall brightness of an image and, critically, how much detail is 
retained in the brightest highlights and darkest shadows. This range of capturable 
detail is known as dynamic range. This section examines the core components of 
exposure control, the concept of dynamic range, and the tools used to measure and 
assess exposure in video acquisition. 

4.1. The Exposure Triangle: Aperture, Shutter Speed, ISO 

In both photography and videography, the exposure triangle refers to the three 
primary camera settings that collectively control the amount of light that reaches the 
image sensor, thereby determining the overall exposure of the image: aperture, 
shutter speed, and ISO.42 These three elements are interdependent; a change in one 
typically necessitates an adjustment in one or both of the others to maintain a desired 
exposure level.42 

A properly exposed image is one where detail is visible and clear in both the bright 
areas (highlights) and dark areas (shadows) of the scene. Underexposure occurs 
when insufficient light reaches the sensor, resulting in a dark image where shadow 
detail is lost ("crushed" to black). Overexposure occurs when too much light reaches 
the sensor, causing bright areas to lose detail and become "blown out" or "clipped" to 
pure white.42 

While the exposure triangle provides a foundational model for understanding how 



overall brightness is controlled, it's crucial for video engineers to recognize that each 
of its components also has significant secondary effects on the image beyond just 
light quantity. Aperture influences depth of field, shutter speed affects motion blur, 
and ISO impacts image noise. Thus, the process of setting exposure in video is a 
balancing act that considers not only the target brightness but also these creative 
and technical side effects. 

4.1.1. Aperture (f-stop): Light Control and Depth of Field 

The aperture is the adjustable opening within a camera lens through which light 
passes to reach the image sensor.42 The size of this opening is quantified using 
f-stops (or f-numbers), such as f/1.4, f/2.8, f/5.6, f/16, etc. The f-stop scale is inversely 
related to the physical size of the aperture: 

●​ Lower f-numbers (e.g., f/1.4, f/2.0) correspond to a wider (larger) aperture 
opening, allowing more light to pass through the lens. Wide apertures are 
beneficial in low-light conditions. 

●​ Higher f-numbers (e.g., f/16, f/22) correspond to a narrower (smaller) aperture 
opening, restricting the amount of light. Narrow apertures are typically used in 
bright conditions. 42 

Beyond its primary role in controlling light, the aperture has a critical impact on the 
Depth of Field (DoF). DoF refers to the zone in an image, extending in front of and 
behind the point of critical focus, where objects appear acceptably sharp.42 

●​ A wide aperture (low f-number) produces a shallow depth of field. This means 
only a narrow plane of the scene will be in sharp focus, while the foreground and 
background elements will appear blurred. This effect is often used creatively in 
portraiture and narrative filmmaking to isolate the subject and draw the viewer's 
attention.42 

●​ A narrow aperture (high f-number) produces a deep depth of field. This 
results in a larger portion of the scene, from near to far, appearing in sharp focus. 
This is often preferred in landscape photography/videography or in situations like 
security surveillance where overall scene sharpness is desired.42 

The choice of aperture is therefore a significant creative decision that directly 
influences the visual narrative by controlling what is in focus and what is not. However, 
this creative choice is directly constrained by the available light and the need to 
achieve a correct exposure in conjunction with shutter speed and ISO. For instance, to 
achieve a shallow DoF in bright daylight using a wide aperture (e.g., f/1.8), a very fast 
shutter speed and/or a low ISO setting would be necessary to prevent overexposure. 



This interplay highlights how technical exposure requirements mediate creative intent. 

4.1.2. Shutter Speed: Light Control and Motion Blur 

Shutter speed in a video camera (or the electronic equivalent in many digital sensors) 
determines the duration for which the image sensor is exposed to light for each 
individual frame.42 It is typically measured in seconds or, more commonly, fractions of 
a second (e.g., 1/50 sec, 1/240 sec, 1/1000 sec). 

●​ Slower shutter speeds (e.g., 1/30 sec, 1/50 sec) mean the sensor is exposed to 
light for a longer period per frame. This allows more light to be captured, which is 
advantageous in low-light conditions.42 

●​ Faster shutter speeds (e.g., 1/500 sec, 1/2000 sec) mean the sensor is exposed 
for a shorter duration. This reduces the amount of light captured, making it 
suitable for bright conditions or when intentionally underexposing.42 

The most significant secondary effect of shutter speed is its influence on motion blur, 
the apparent streaking or blurring of moving objects within a frame.42 

●​ Slower shutter speeds result in more pronounced motion blur because objects 
(or the camera itself) move a greater distance relative to the frame during the 
longer exposure time. This can create a sense of smoothness and fluidity, often 
considered more "cinematic" or natural for motion that mimics human visual 
perception of movement. 

●​ Faster shutter speeds "freeze" motion, resulting in very little or no motion blur. 
Each frame captures a very brief instant in time, making moving objects appear 
very crisp and sharp. While this can be useful for capturing fast action with clarity 
(e.g., sports), it can also make motion appear stuttery, "choppy," or unnatural in 
narrative video.43 

A common guideline in filmmaking is the 180-degree shutter rule (or 180-degree 
shutter angle). This rule suggests setting the shutter speed to be the reciprocal of 
twice the frame rate. For example: 

●​ At 24 frames per second (fps), the shutter speed would be 1/(2×24)≈1/48 sec 
(often rounded to 1/50 sec). 

●​ At 30 fps, the shutter speed would be 1/(2×30)=1/60 sec. 
●​ At 60 fps, the shutter speed would be 1/(2×60)=1/120 sec. 44 Adhering to the 

180-degree rule generally produces an amount of motion blur that is considered 
natural and pleasing to the human eye for motion picture content. Deviating from 
it (e.g., using a 90-degree shutter, which is 1/4×frame rate, for a crisper look, or a 
360-degree shutter, 1/frame rate, for more blur) is a creative choice that impacts 



the aesthetic of the motion portrayal. Using Neutral Density (ND) filters 
(discussed in Section 4.3.1) is often necessary to achieve the 180-degree shutter 
rule in bright lighting conditions, as the relatively slow shutter speed required 
would otherwise lead to overexposure.44 

4.1.3. ISO: Light Sensitivity and Image Noise 

ISO, in the context of digital cameras, refers to the amplification applied to the signal 
generated by the image sensor after it has been exposed to light.42 It is often 
described as the sensor's "sensitivity" to light, but this is a carryover from film 
terminology (where ISO/ASA ratings indicated the film stock's inherent chemical 
sensitivity). In digital cameras, the physical sensitivity of the sensor (its quantum 
efficiency) is largely fixed during manufacturing.46 Changing the ISO setting primarily 
adjusts the gain applied to the analog signal from the sensor before it is converted to 
a digital signal by the Analog-to-Digital Converter (ADC).46 

●​ Low ISO values (e.g., ISO 100, ISO 200) indicate less amplification. This means 
more light is required to achieve a proper exposure. Low ISO settings generally 
produce the cleanest images with the least amount of noise and the best possible 
dynamic range for that sensor.42 The lowest ISO setting at which a camera 
provides its optimal signal-to-noise ratio and dynamic range, with minimal analog 
or digital gain applied, is often referred to as its "native ISO" or "base ISO".46 

●​ High ISO values (e.g., ISO 1600, ISO 3200, ISO 6400 and higher) indicate more 
amplification. This allows the camera to produce a usable image in low-light 
conditions where sufficient exposure cannot be achieved with desired aperture 
and shutter speed settings.42 

The primary trade-off with increasing ISO is the introduction of image noise.42 Noise 
appears as random, grainy variations in brightness and color, particularly noticeable in 
the darker areas (shadows) of the image. As the ISO is increased, the analog signal 
from the sensor is amplified, and this amplification boosts not only the desired image 
signal (photons converted to electrons) but also any inherent noise from the sensor 
itself (e.g., thermal noise, shot noise) and the camera's electronics (read noise).46 
This results in a lower Signal-to-Noise Ratio (SNR), degrading the overall image 
quality.46 Hot pixels, caused by current leaks in photosites, can also become more 
apparent at higher ISOs as their erroneous signal is also amplified.46 

The concept of ISO invariance (or "ISO-less" sensors) has emerged with some 
modern sensors. An ISO-invariant sensor exhibits very low read noise, particularly at 
its base ISO. For such sensors, increasing the ISO setting in-camera provides little to 
no SNR benefit over shooting at base ISO and then digitally brightening ("pushing") 



the exposure in post-production, at least over a certain range of ISOs.46 This is 
because the dominant noise source becomes photon shot noise rather than read 
noise. However, even with ISO-invariant sensors, shooting at extremely high ISOs will 
still amplify noise, and increasing ISO generally reduces the available dynamic range, 
particularly in the highlights. For ISO-variant cameras (those not fully ISO-invariant), 
using low ISO settings in very low light can be detrimental if the signal is so weak that 
read noise dominates, resulting in a poor SNR, especially in shadows.46 In such cases, 
a moderate increase in ISO (analog gain) can sometimes help lift the signal above the 
read noise floor, improving the SNR compared to a severely underexposed low-ISO 
image that is heavily pushed in post. 

Understanding the distinction between true sensor sensitivity, Exposure Index (EI), 
and ISO gain is crucial for advanced exposure control, especially with professional 
cinema cameras. This is explored further in Section 4.2. 

4.2. Dynamic Range in Video 

Dynamic range in video refers to the ratio between the brightest and darkest values 
that a camera can capture, or that a display can reproduce, while still retaining detail. 
It is a critical characteristic that significantly impacts the perceived realism and quality 
of an image. 

4.2.1. Defining Dynamic Range (Stops, Contrast Ratio) 

Dynamic range is often quantified in "stops" of light, a term borrowed from 
photographic aperture settings. Each "stop" represents a doubling or halving of the 
amount of light.48 For example, a camera with 12 stops of dynamic range can capture 
detail across a range of brightness where the brightest discernible level is 212 (or 
4096) times more intense than the darkest discernible level. 

Alternatively, dynamic range can be expressed as a contrast ratio, such as 1000:1 or 
100,000:1. This ratio compares the luminance of the brightest white a system can 
produce to the darkest black it can produce. 

●​ Standard Dynamic Range (SDR) video systems, based on traditional display 
technologies and standards like Rec.709, typically have a limited dynamic range, 
often around 6 to 10 stops.48 SDR displays are usually calibrated to a peak 
brightness of around 100 nits (candelas per square meter, cd/m²).50 

●​ High Dynamic Range (HDR) video systems are designed to capture and 
reproduce a much wider range of luminance levels. HDR cameras can capture 14 
or more stops of dynamic range.51 HDR displays aim for much higher peak 
brightness (e.g., 1000 nits, 4000 nits, or even 10,000 nits for future targets) and 



deeper black levels, resulting in significantly higher contrast ratios and more 
perceived stops of dynamic range (e.g., up to ~17.6 stops for some HDR 
systems).48 

A wider dynamic range allows a camera to capture scenes with extreme differences in 
brightness—such as a sunlit exterior viewed from a darker interior—without losing 
detail in the highlights (e.g., the bright sky becoming completely white and 
featureless) or in the shadows (e.g., dark areas becoming completely black and 
devoid of texture). Similarly, an HDR display can reproduce these scenes with greater 
fidelity, showing detail in both the very bright and very dark parts of the image 
simultaneously, leading to a more immersive and lifelike viewing experience.48 

4.2.2. ISO, EI, and Gain: Sensor Sensitivity vs. Exposure Rating 

While ISO is commonly used on consumer and prosumer cameras to indicate 
"sensitivity," professional cinema cameras often use a more nuanced system involving 
native ISO and Exposure Index (EI). 

●​ Native ISO (or Base ISO): As mentioned in Section 4.1.3, this is the ISO setting at 
which the camera's sensor provides its optimal performance, typically with the 
best signal-to-noise ratio and the widest dynamic range. At its native ISO, the 
sensor's analog output is amplified minimally before analog-to-digital 
conversion.46 Many professional cameras have one or more native ISOs (e.g., dual 
native ISO systems like in the Sony VENICE or Canon C300 MkIII/C70, offering 
optimal performance at both a lower ISO for bright conditions and a higher ISO 
for low-light conditions).52 

●​ Gain: Gain is the electronic amplification applied to the sensor's signal. It can be 
analog gain (applied before ADC) or digital gain (applied after ADC). Increasing 
analog gain is what effectively happens when you increase the ISO above the 
native ISO on many cameras.47 While this makes the image appear brighter for a 
given amount of light, it also amplifies noise and typically reduces dynamic range, 
as the amplified signal will reach the sensor's saturation point (clipping) with less 
scene brightness.47 

●​ Exposure Index (EI): EI is a setting used on many professional cameras, 
particularly when shooting in Log or RAW formats. It does not change the actual 
sensitivity or analog gain of the sensor itself (which often remains at its native 
ISO). Instead, EI changes how the camera interprets and records the captured 
data, or how it applies a viewing LUT (Look-Up Table) for monitoring.47 

○​ When you set an EI, you are essentially telling the camera (and light meter) 
what exposure level you are rating the sensor at for a particular shot. 

○​ If you set an EI higher than the native ISO (e.g., native ISO 800, EI 1600), the 



camera will typically underexpose the sensor by one stop (relative to what a 
light meter set to EI 1600 would indicate for "normal" exposure). The recorded 
image will be darker. This preserves more highlight detail (as highlights are 
less likely to clip) but may result in a noisier image, especially in the shadows, 
as the darker signal is closer to the noise floor.54 

○​ If you set an EI lower than the native ISO (e.g., native ISO 800, EI 400), the 
camera will typically overexpose the sensor by one stop. The recorded image 
will be brighter. This captures more shadow detail and results in a cleaner, less 
noisy image, but reduces the available highlight headroom (highlights will clip 
sooner).54 

○​ The EI setting often affects the metadata embedded in the RAW or Log file 
and influences how monitoring LUTs are applied in the viewfinder or on an 
external monitor, giving the operator a preview that reflects the chosen EI.54 
The underlying RAW/Log data, however, still contains the full information 
captured at the sensor's native sensitivity, allowing for flexibility in 
post-production. 

ARRI's methodology, for instance, argues that a single "native sensitivity" is not a 
suitable descriptor for digital cameras because digital sensor data can be amplified 
arbitrarily in the processing chain.57 Instead, they define sensitivity in relation to the 
chosen EI: "At EI [value], the camera system has a sensitivity of [X stops] from the 
Mapping Point (typically middle gray) towards lower object brightness (noise floor)".57 
The EI value itself relates to the object brightness that maps to middle gray. This 
approach emphasizes that dynamic range is not fixed but reallocated above and 
below middle gray depending on the EI setting.55 For example, the Arri ALEXA has a 
native rating of EI 800. Adjusting the EI changes how the 14+ stops of dynamic range 
are distributed: at EI 800, it might be ~7 stops above middle gray and ~7 stops below. 
At EI 1600, it might be ~8 stops above and ~6 stops below, effectively shifting the 
"window" of captured dynamic range higher to protect highlights.55 

Understanding these distinctions is critical. Using EI allows cinematographers to make 
deliberate choices about noise performance versus highlight protection based on the 
specific needs of a scene, while often maintaining the sensor at its optimal native ISO 
setting for maximum raw image quality. This is a more sophisticated approach to 
exposure management than simply changing a global ISO/gain setting. 

Two key sensitivity measurements often used in camera testing are Saturation-based 
ISO sensitivity (Ssat​) and Standard Output Sensitivity (SSOS​).47 

●​ Saturation-based ISO sensitivity (Ssat​): This measures sensitivity relative to 



the exposure that causes the sensor or system to saturate (clip). It is primarily 
influenced by the sensor's saturation level and analog gain applied before ADC, 
and less by subsequent tonal response curve (TRC) processing. RAW files are 
best for measuring Ssat​.47 

●​ Standard Output Sensitivity (SSOS​): This measures the sensitivity that results 
in a standard output level (e.g., a specific pixel value for 18% gray in a 
gamma-encoded image). SSOS​ is strongly affected by all signal processing, 
including TRCs, especially any "shoulder" applied to compress highlights, which 
tends to increase SSOS​.47 Changing the camera's Exposure Index (EI) setting 
typically increases the analog gain at the sensor output. This allows the camera 
to operate with less light but also increases noise. Both Ssat​ and SSOS​ 
measurements will increase with a higher EI because the system saturates at 
lower scene light levels (though the sensor's intrinsic saturation point is 
unchanged).47 

4.3. Controlling Exposure in Practice 

Beyond the fundamental settings of the exposure triangle, videographers use various 
tools and techniques to manage exposure effectively, especially in challenging lighting 
conditions. 

4.3.1. Neutral Density (ND) Filters 

Neutral Density (ND) filters are optical filters placed in front of the camera lens to 
reduce the overall intensity of light reaching the sensor, without affecting the color 
balance of the image (hence "neutral").44 They act like sunglasses for the camera. 

The primary purpose of using ND filters in video is to allow the cinematographer to 
use wider apertures (for shallow depth of field) or slower shutter speeds (for desired 
motion blur, e.g., adhering to the 180-degree rule) in bright lighting conditions where 
these settings would otherwise lead to overexposure.44 

ND filters come in various strengths, typically denoted by a number that indicates the 
factor by which they reduce light, or by the number of "stops" of light reduction they 
provide: 

●​ ND2 (or 0.3 ND): Reduces light by 1 stop (lets through 1/2 of the light). 
●​ ND4 (or 0.6 ND): Reduces light by 2 stops (lets through 1/4 of the light).44 

●​ ND8 (or 0.9 ND): Reduces light by 3 stops (lets through 1/8 of the light).44 

●​ ND16 (or 1.2 ND): Reduces light by 4 stops (lets through 1/16 of the light).44 

●​ ND32 (or 1.5 ND): Reduces light by 5 stops (lets through 1/32 of the light).44 And 
so on, with stronger filters like ND64, ND128, ND256, ND512, ND1000 (which 



reduces light by 10 stops) available for extreme brightness or very long 
exposures. Some cameras, like the Sony VENICE 2, feature built-in ND filters, 
offering convenience.56 

By using an ND filter, a videographer can maintain a desired shutter speed (e.g., 1/50 
sec at 25 fps for the 180-degree rule) and aperture (e.g., f/2.8 for shallow DoF) even 
on a bright sunny day, by selecting an ND filter strong enough to reduce the ambient 
light to a level that results in correct exposure with those settings.44 For example, on a 
sunny day, one might use an ND16 filter. If it's cloudy or overcast, an ND4 or ND8 
might be sufficient.44 

4.3.2. Exposure Monitoring Tools: Histograms, Waveforms, Zebras, False Color 

Accurately judging exposure solely by looking at the camera's LCD screen or 
viewfinder can be deceptive, as screen brightness can vary and the eye adapts. 
Therefore, objective exposure monitoring tools are essential. 

●​ Histogram: 
○​ A graph representing the distribution of tonal values (from black to white) in 

the image. The horizontal axis shows brightness levels (darkest on the left, 
brightest on the right), and the vertical axis shows the number of pixels at 
each brightness level.58 

○​ A histogram bunched to the left indicates potential underexposure or a 
predominantly dark scene. A histogram bunched to the right indicates 
potential overexposure or a predominantly bright scene.58 

○​ Helps to identify if highlights are being clipped (piling up at the far right edge) 
or shadows are being crushed (piling up at the far left edge). 

○​ Limitation: Shows overall tonal distribution but not where in the image these 
tones are located. 

●​ Waveform Monitor (Luma Waveform): 
○​ Displays the luminance levels of the image, typically on a scale from 0 IRE 

(black) to 100 IRE (white) for SDR video (or 0 to 10,000 nits on a logarithmic 
scale for HDR).58 

○​ The horizontal axis of the waveform corresponds to the horizontal position in 
the image frame. The vertical axis represents the brightness of the pixels at 
that horizontal position.58 

○​ Provides a precise spatial representation of brightness across the image, 
allowing identification of which specific areas are bright or dark. 

○​ Excellent for setting precise exposure levels for specific elements, like skin 
tones (e.g., Caucasian skin tones often targeted around 60-75 IRE, with 
specific values for Log footage like Canon C-Log 3 skin tones around 55%).58 



○​ Clearly shows clipping when parts of the waveform are flat against the 0 or 
100 IRE lines.58 

●​ Zebra Stripes (Zebras): 
○​ An overlay in the viewfinder or monitor that displays a striped pattern (zebras) 

over areas of the image that fall within a specified IRE brightness range or 
above a certain threshold.38 

○​ Commonly used to indicate areas approaching or at highlight clipping. For 
example, setting zebras to appear at 90-95 IRE can warn that those areas are 
close to overexposure.60 

○​ Can also be set to indicate correct exposure for specific tones, like skin tones 
(e.g., setting zebras to 70 IRE for skin).38 For S-Log3, specific zebra levels are 
recommended for white cards (e.g., 61% +/-2%) or grey cards (41%) to 
achieve correct exposure.61 

●​ False Color: 
○​ Overlays the image with different colors, where each color corresponds to a 

specific range of luminance values (IRE levels).38 

○​ Provides an immediate, at-a-glance visual map of the exposure levels across 
the entire frame. For example, one color might represent correctly exposed 
skin tones (e.g., 60-70 IRE), another might indicate areas near clipping (e.g., 
red for over 100 IRE), and another for underexposed areas (e.g., pink or blue 
for below 0 IRE).59 

○​ Extremely useful for quickly assessing exposure on faces and ensuring 
consistency. Different Log profiles may have different target false color values 
for skin tones (e.g., Canon C-Log 3 skin tones around 55% instead of 70% for 
standard profiles).59 ARRI cameras, for example, have well-defined false color 
modes for their LogC encodings.62 

These tools provide objective data about the image's exposure, which is far more 
reliable than subjective visual assessment, especially when viewing conditions are 
challenging (e.g., bright sunlight causing glare on a monitor screen).58 Mastering their 
use is crucial for consistently achieving well-exposed video with maximum retained 
detail. 

Section 5: Transfer Functions in Video 
Transfer functions are mathematical functions that describe the relationship between 
light values and signal values at different stages of the video chain. They are 
fundamental to how video cameras capture light, how signals are recorded and 
transmitted, and how displays reproduce images. Understanding Opto-Electronic 
Transfer Functions (OETFs), Electro-Optical Transfer Functions (EOTFs), and 



Opto-Optical Transfer Functions (OOTFs) is crucial for managing color and tone 
accurately. 

5.1. OETF, EOTF, and OOTF: Definitions and Roles 

In video signal processing, three key types of transfer functions define the journey of 
light from the scene to the viewer's eyes 19: 

●​ Opto-Electronic Transfer Function (OETF): 
○​ The OETF describes the relationship between the scene light (the light 

intensity from the real world entering the camera lens) and the electronic 
video signal produced by the camera.19 

○​ This conversion happens within the camera. The OETF is often non-linear 
(e.g., a gamma curve or a log curve) to optimize the signal for recording and 
transmission, typically by compressing the dynamic range of the scene and by 
allocating bits more efficiently according to human visual perception (more 
precision in darker tones). 

○​ Examples of OETFs include the Rec.709 OETF, sRGB OETF, and various Log 
curves (S-Log, C-Log, V-Log, LogC) used in digital cinema cameras.19 

●​ Electro-Optical Transfer Function (EOTF): 
○​ The EOTF describes the relationship between the electronic video signal fed 

into a display device and the linear light output (luminance) produced by 
that display.19 

○​ This conversion happens within the display (monitor, TV, projector). The EOTF 
is designed to convert the (often non-linear) video signal back into light in a 
way that produces the intended image appearance on screen. 

○​ Examples of EOTFs include the BT.1886 EOTF (for SDR displays, typically a 
gamma of 2.4), the sRGB EOTF (approx. gamma 2.2), and HDR EOTFs like 
SMPTE ST 2084 (Perceptual Quantizer, PQ) and Hybrid Log-Gamma (HLG).19 

●​ Opto-Optical Transfer Function (OOTF): 
○​ The OOTF describes the end-to-end relationship between the original 

scene light and the displayed light perceived by the viewer.19 

○​ It is the composite result of the OETF applied in the camera and the EOTF 
applied in the display. Mathematically, OOTF = EOTF(OETF(Scene Light)). 

○​ The OOTF is usually non-linear. In traditional SDR systems, if the OETF is 
L1/γcamera​ and the EOTF is Vγdisplay​, the OOTF is Lγdisplay​/γcamera​. The 
overall "system gamma" (the exponent of the OOTF) is often designed to be 
slightly greater than 1 (e.g., 1.1 to 1.2 for typical Rec.709 workflows with 
BT.1886 display) to compensate for viewing flare and to enhance perceived 
contrast in typical viewing environments.20 For HDR systems like PQ and HLG, 



the OOTF concept is more complex and tied to absolute luminance targets or 
adaptive display characteristics.26 

In some simplified systems, particularly older ones or those where EOTF is the direct 
inverse of OETF (EOTF=OETF−1), the OOTF can be linear (system gamma of 1), 
meaning scene relative light values are reproduced proportionally on the display.20 
However, due to factors like the Stevens effect and Hunt effect (perceptual 
phenomena related to how brightness and colorfulness are perceived at different 
luminance levels and surround conditions), and the desire to create a perceptually 
pleasing image, a non-linear OOTF is often preferred.20 

5.2. Gamma Encoding (Traditional SDR) 

In Standard Dynamic Range (SDR) television and video, gamma encoding refers to 
the application of a non-linear transfer function, typically a power-law function, as the 
OETF in cameras and the EOTF in displays. 

●​ Camera Gamma (OETF): SDR cameras (e.g., those adhering to Rec.709 or 
Rec.601) apply an OETF that approximates L1/γ, where L is the linear scene light 
and γ is typically around 2.2 to 2.4 (e.g., the Rec.709 OETF has an exponent of 
0.45, which is 1/2.22..., plus a linear segment near black).19 This non-linear 
encoding serves multiple purposes: 
1.​ Perceptual Uniformity: It allocates more bits to darker tones, where the 

human eye is more sensitive to changes, and fewer bits to brighter tones, 
leading to more efficient use of limited bit depth (e.g., 8-bit for SDR) and 
reducing visible banding in shadows. 

2.​ Noise Reduction: It helps to suppress noise in the darker parts of the signal. 
3.​ Pre-compensation for Display EOTF: Historically, CRT displays had an 

inherent EOTF that was approximately V2.2 to V2.5. Camera OETFs were 
designed to be roughly the inverse of this, so that the overall system OOTF 
would be close to linear or have a desired slight non-linearity. 

●​ Display Gamma (EOTF): SDR displays (monitors, TVs) apply an EOTF to decode 
the gamma-encoded video signal. For example, the ITU-R BT.1886 standard 
specifies an EOTF for HDTV studio production displays with a gamma of 2.4.19 
sRGB displays use an EOTF with an effective gamma of approximately 2.2.19 

The specific Rec.709 OETF is defined as 21: 
V′=4.5⋅Lfor 0≤L<β 
V′=α⋅L0.45−(α−1)for β≤L≤1 
where L is the input linear light level (normalized to 0-1), V′ is the non-linear output signal, 
α≈1.099, and β≈0.018 for 10-bit systems. This function is not a pure power law due to the 



linear segment near black, which avoids an infinite slope at L=0 that would excessively amplify 
camera noise.21 
The OOTF for an SDR system, considering a camera OETF exponent of approximately 
0.45-0.5 and a display EOTF exponent of 2.4, results in a system gamma around 1.1 to 
1.2 (2.4×0.45≈1.08, or 2.4×0.5=1.2).26 This slight boost in contrast is generally found to 
produce a more pleasing image in typical (not completely dark) viewing environments. 

5.3. Logarithmic Encoding (Log Curves for HDR Capture) 

Logarithmic transfer functions, or Log curves, are OETFs widely used in digital 
cinema cameras and professional video cameras to capture a High Dynamic Range 
(HDR) from the scene and encode it efficiently, typically into a 10-bit or 12-bit signal.19 
Examples include Sony's S-Log (S-Log, S-Log2, S-Log3), Canon's C-Log (C-Log, 
C-Log2, C-Log3), ARRI's LogC (LogC3, LogC4), and Panasonic's V-Log.19 

Purpose of Log Encoding: 

●​ Maximize Dynamic Range Preservation: Camera sensors can often capture a 
much wider dynamic range (e.g., 12-16+ stops) than can be directly represented 
by traditional SDR gamma curves like Rec.709. Log curves are designed to 
"compress" this wide range of scene luminance values into the available digital 
code values of the recording format (e.g., 10-bit or 12-bit) without excessive 
clipping of highlights or crushing of shadows.19 

●​ Efficient Bit Allocation: Similar to gamma, Log curves allocate bits in a way that 
is more aligned with human perception or the characteristics of film. They 
typically assign more code values to the mid-tones and shadows, where subtle 
gradations are important, and fewer to the extreme highlights. This is a form of 
visually lossless compression, enabling the use of fewer bits for a given scene 
dynamic range.64 

●​ Post-Production Flexibility: Footage recorded in a Log format appears "flat" 
and desaturated when viewed directly without correction.38 This is because the 
contrast is low, and the colors are not mapped for direct display. This "flat" 
characteristic provides maximum latitude for color grading in post-production. 
Colorists can extensively manipulate exposure, contrast, and color to achieve the 
desired artistic look without introducing significant artifacts that would occur if 
grading heavily processed, standard gamma footage.38 

●​ Mimicking Film Negative Characteristics: Many Log curves were initially 
designed to emulate the sensitometric (density-log exposure) curve of film 
negative, making them compatible with established film-based DI (Digital 
Intermediate) workflows and tools.66 For example, S-Log3 is based on Cineon 



Digital Negative specifications.70 

Log encoding does not inherently increase the dynamic range of the camera sensor 
itself; the sensor's physical capabilities determine the maximum dynamic range it can 
capture.64 Rather, Log encoding is a method to preserve and efficiently represent that 
captured dynamic range within the constraints of a digital recording format. 

Each camera manufacturer typically develops its own proprietary Log curve(s) 
optimized for their specific sensor characteristics. For example: 

●​ Sony S-Log3: Designed for a pure log workflow, similar to scanned negative film. 
It aims to preserve tonal gradations in blacks and is compatible with Cineon 
workflows. It maps 18% grey to around 41% IRE (420 in 10-bit code values) and 
90% white to around 61% IRE (598 in 10-bit).61 The S-Log3 formula for converting 
linear scene reflection (in, where 0.18 is 18% grey) to the S-Log3 signal (out, 0-1 
range) is:​
If in >= 0.01:​
out = (420.0 + 261.5 * log10((in + 0.01) / (0.18 + 0.01)) * (1023.0 - 95.0) / (598.0 - 
95.0)) / 1023.0 (simplified, actual formula is more complex and piecewise)​
A more precise formula from Sony's S-Log3 white paper for linear input x (scene 
reflection, 0≤x≤1) to S-Log3 output y (0≤y≤1) is:​
If x≥0.01125000: y=(0.432699∗log10​(x+0.037584)+0.616596)+0.03​
Else: 
y=(x∗(0.1712102946929−0.03000122285189)/(0.01125000−0.0))+0.03000122285
189​
(Note: The exact formulas can be quite complex and piecewise. The values 95 for 
black, 420 for 18% grey, and 598 for 90% white in 10-bit S-Log3 are key reference 
points 70). 

●​ Canon C-Log 3: Aims to provide a dynamic range of up to 1600% (14 stops) at 
ISO 800, balancing wide dynamic range with ease of use similar to the original 
Canon Log.51 Canon Log 2 offers even wider dynamic range, especially in 
shadows, but can be slightly noisier.71 

●​ ARRI LogC: Widely used in ARRI Alexa cameras. LogC3 and the newer LogC4 are 
designed to map sensor data into a logarithmic space 
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